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Integration of Exogenous Input into a Dynamic Salience Map
Revealed by Perturbing Attention
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Although it is widely accepted that exogenous and voluntary factors jointly determine the locus of attention, the rules governing the
integration of these factors are poorly understood. We investigated neural responses in the lateral intraparietal area (LIP) to transient,
distracting visual perturbations presented during task performance. Monkeys performed a covert search task in which they discrimi-
nated the orientation of a target embedded among distractors, and brief visual perturbations were presented at various moments and
locations during task performance. LIP neurons responded to perturbations consisting of the appearance of new objects, as well as to
abrupt changes in the color, luminance, or position of existing objects. The LIP response correlated with the bottom-up behavioral effects
of different perturbation types. In addition, neurons showed two types of top-down modulations. One modulation was a context-specific
multiplicative gain that affected perturbation, target, and distractor activity in a spatially nonspecific manner. Gain was higher in blocks
of trials in which perturbations directly marked target location than in blocks in which they invariably appeared opposite the target, thus
encoding a behavioral context defined by the statistical contingency between target and perturbation location. A second modulation
reflected local competitive interactions with search-related activity, resulting in the converse effect: weaker perturbation-evoked re-
sponses if perturbations appeared at the location of the target than if they appeared opposite the target. Thus, LIP encodes an abstract
dimension of salience, which is shaped by local and global top-down mechanisms. These interacting mechanisms regulate responsiveness
to external input as a function of behavioral context and momentary task demands.

Key words: attention; exogenous; endogenous; parietal; context; competitive interactions

Introduction
Theoretical accounts postulate that attention is controlled as an
interaction between “bottom-up” (stimulus-driven) and “top-
down” (voluntary or cognitive) factors (Egeth and Yantis, 1997).
Bottom-up control refers to the ability of a physically conspicu-
ous object to attract attention automatically regardless of its task
relevance. Top-down control refers to the ability of subjects to
allocate attention according to a large class of behavioral influ-
ences, including spatial or temporal anticipation, statistical con-
tingencies, or motor planning (Egeth and Yantis, 1997). In natu-
ral behavior, attentional weight is typically determined jointly by
bottom-up and top-down influences (Folk et al., 1992; Chastain
and Cheal, 2001; Lamy et al., 2004; Serences et al., 2005).

Neurophysiological studies show that information about
physical conspicuity emerges as early as primary visual cortex and
converges with top-down influences in several higher-order areas
related to attention (Itti and Koch, 2001). In humans, these areas
include a dorsal frontoparietal network and a more ventral net-

work comprising the temporoparietal junction and the ventral
prefrontal cortex (Corbetta and Shulman, 2002; Serences et al.,
2005). Similarly, in the monkey, single-neuron recordings sug-
gest that top-down and bottom-up influences converge in a dor-
sal sensorimotor network implicated in attention (Goldberg et
al., 2002). This network is thought to construct topographic “sa-
lience representations” of the environment, which encode atten-
tional priority based on both stimulus- and task-related factors
(Kusunoki et al., 2000; Itti and Koch, 2001; Navalpakkam and
Itti, 2005; Thompson and Bichot, 2005).

One cortical area suggested to act as a salience representation
is the lateral intraparietal area (LIP) (Gottlieb et al., 1998; Bisley
and Goldberg, 2003). LIP neurons are visually responsive and
have retinotopic receptive fields (RFs) but respond little to stable,
task-irrelevant objects in complex environments (Gottlieb et al.,
1998). Neurons respond selectively to suddenly appearing objects
even if these are not task relevant and also respond to inconspic-
uous stable objects if these objects become relevant to the ongo-
ing task (Gottlieb et al., 1998, 2005; Bisley and Goldberg, 2003).
Responses to abrupt onset objects are rapid and transient,
whereas those to voluntary target selection arise more slowly and
are longer lasting, consistent with the different time course of
automatic and voluntary orienting (Bisley and Goldberg, 2003;
Gottlieb et al., 2005).

Although the convergence of bottom-up and top-down in-
puts in LIP is well established, many open questions remain. For
instance, it is not known whether LIP neurons respond specifi-
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cally to abruptly appearing objects, which may constitute a spe-
cial class of attentional attractors (Egeth and Yantis, 1997), or
whether they register a wider range of salient stimuli. Second, the
top-down factors modulating exogenous input in LIP remain
unclear. Previous work has shown that LIP responses can be ei-
ther enhanced or suppressed by attention (Robinson et al., 1995;
Colby et al., 1996; Powell and Goldberg, 2000), but the circum-
stances governing these opposite modulations are not known. To
explore these questions, we examined responses of LIP neurons
to transient visual perturbations presented at different moments
and locations during a visual search task. We found that neurons
responded to perturbations with different physical characteris-
tics, consistent with the idea that they provide a generalized rep-
resentation of salience. Perturbation responses were shaped by
two top-down mechanisms: global gain settings reflecting behav-
ioral context, which were not specific for a particular object or
location, and spatially specific competitive interactions with task-
related activity. These modulations could either enhance or sup-
press perturbation responses, resulting in dynamic and flexible
adjustments as a function of behavioral context and momentary
task engagement.

Materials and Methods
Experiments used standard behavioral and neurophysiological tech-
niques, using the Tempo software (Reflective Computing, St. Louis, MO)
for behavioral control and stimulus presentation, the Eye Tracking Sys-
tem (Applied Sciences Laboratory, Bedford, MA) for eye position record-
ing, the APM digital processing module (Frederick Haer Company, Bow-
doinham, ME) for neural signal recording, and Matlab (MathWorks,
Natick, MA) for data analysis. All methods were approved by the Animal
Care and Use Committees of Columbia University and New York State
Psychiatric Institute as complying with the guidelines within the Public
Health Service Guide for the Care and Use of Laboratory Animals.

Behavioral paradigm. During experimental sessions, monkeys sat in a
primate chair with their head fixed 57 cm in front of a television monitor
(CTX MS3400V; 62.5 � 46.5 cm viewing area). For the covert visual
search task, a circular display of 12 figure-8 placeholders was constantly
present during the intertrial interval and changed on each trial to reveal
the search display (see Fig. 1a). We used this mode of presentation to
avoid abrupt visual onsets that are known powerfully to capture atten-
tion as well as LIP activity (Gottlieb et al., 1998, 2005). To begin each trial,
monkeys achieved fixation of a central point and grabbed hold of two
response bars, which were positioned at waist level and were outside of
the monkeys’ view during central fixation. For each neuron, the place-
holder array was rotated and its radius was scaled so that, during central
fixation, one placeholder fell in the center of the RF. After a period of
stationary fixation and bar grasp of 800 or 1200 ms, a fraction of two
segments were removed from each placeholder. The segments to be re-
moved were selected randomly for each placeholder, with the constraint
that, on each trial, one placeholder turned into the search target (a letter
“E”) and the others were unique distractors. The target could appear in
one of two neighborhoods centered inside and opposite the RF (see
below) and could be either right or left facing. Without shifting gaze from
the center, monkeys had to report target orientation by releasing the right
bar for a right-facing E and the left bar for a left-facing E (two-alternative
forced choice). Trials were terminated without reward if the eye exited a
square window of 1.5° around the fixation point at any time before 50 ms
after bar release. A correct bar release within 100 –1000 ms of target
presentation was rewarded with a drop of water, after which the place-
holder array was restored by redisplaying the missing segments.

To examine the effect of exogenous input, we presented, on 75% of
trials, a transient visual perturbation consisting of a 50 ms change in one
of the display elements. Perturbations were presented in two behavioral
contexts run in separate trial blocks: in the SAME context, the perturba-
tion always appeared at the target location, and in the OPPOSITE con-
text, the perturbation always appeared opposite the target. Within each
block, the appearance (type), timing, and location of the perturbation

were randomly intermixed. The appearance of the perturbation was se-
lected from a subset of five possible types: (1) increase in luminance of
0.90 cd/m 2 (INT�); (2) decrease in luminance of 0.90 cd/m 2 (INT�);
(3) color change at constant luminance (1.15 cd/m 2) from white to green
(COLOR); (4) back-and-forth 0.5° radial movement (MOVE); and (5)
appearance of a frame surrounding one placeholder (FRAME), which
was approximately two times bigger than the surrounded pattern and
kept the global luminance constant (1.15 cd/m 2). The timing of the
perturbation could be 200 ms before target presentation, simultaneous
with target presentation, or 200 ms after target presentation [perturba-
tion–target onset asynchronies (PTOA) of �200, 0, and 200 ms]. The
location of the perturbation was either inside or opposite the RF, depend-
ing on behavioral context and target location (see also below). All com-
binations of perturbation type, timing, and location were randomly in-
terleaved and balanced within a block.

For each neuron, the target and perturbation could appear in two
equal and opposite “neighborhoods,” each consisting of one, two, or
three adjacent placeholders. One neighborhood was centered on the RF
and always contained the RF center (the location eliciting the strongest
responses on the memory–saccade task). The second neighborhood con-
tained the diametrically opposite locations. Of the neurons described
here, 49% were tested with neighborhoods of one element (two possible
perturbation–target locations) and 16 and 35% with neighborhoods of
two or three elements (four or six possible locations). For the latter
neurons, all locations in the RF neighborhood elicited responses compa-
rable with those in the RF center on the memory–saccade task. Neigh-
borhood size was constant throughout the testing of a given neuron, and
each individual location was equally likely to contain the target and per-
turbation. Whereas in the SAME configuration the perturbation and
target appeared at the exact same location, in the OPPOSITE configura-
tion, the exact locations of the perturbation and target were chosen in-
dependently within the appropriate (opposite) neighborhoods. Thus, in
the OPPOSITE context, the perturbation was precisely opposite the tar-
get if neighborhood size was one element, but specified target location
only within a range of two or three placeholders if neighborhood size was
two or three elements. We initially adopted the neighborhood design to
maintain the task challenging enough to observe attentional effects.
However, most likely because of extensive practice, in the data presented
here, neighborhood size did not significantly affect performance. Aver-
age percentage correct for neighborhoods of one, two, and three loca-
tions was 80.3, 79.7, and 79.1% in the SAME context and 81, 79, and 77%
in the OPPOSITE context (no-perturbation trials). The average reaction
times (RTs) were 469, 475, and 479 ms in the SAME context and 465, 470,
and 473 ms in the OPPOSITE context (all p values �0.05, Kruskal–Wallis
ANOVA).

Blocks of the SAME and OPPOSITE context were presented in ran-
dom order, and each neuron included in this report was tested in at least
one block in each context. On average, two types of perturbations (range,
one to three) were randomly interleaved within a block, with 8 –12 cor-
rect trials collected for each condition. If the neuron was held long
enough, additional pairs of SAME/OPPOSITE blocks were run, selecting
a different set of perturbations for each repetition. Average block length
was 300 correct trials (range, 160 – 480). For example, a block testing two
perturbation types with 10 repetitions each included 240 correct pertur-
bation trials (10 repetitions � 2 perturbation types � 2 neighborhoods �
2 target orientations � 3 PTOA), as well as 80 trials (25% of total) on
which no perturbation was presented.

The luminance of visual stimuli was calibrated with a photometer and
was as follows: 1.61 cd/m 2 for placeholder, 1.15 cd/m 2 for target or
distractor, 2.05 cd/m 2 for fixation point, and 0.01 cd/m 2 for background.
Display refresh rate was 60 Hz, and the precise timing of all display events
was verified with a diode detecting the beginning of vertical refresh.
Reaction times and neural response latencies (see below) were measured
according to the diode-defined time. Placeholders, target, and distractors
were colored white, and their size was linearly scaled with eccentricity, to
have width of E/10 and height of 2 � E/10, where E is the eccentricity in
degree of visual angle.

Neural recording. Electrode tracks were directed to the lateral bank of
the intraparietal sulcus as verified with structural magnetic resonance
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imaging before the start of recordings. On isolation, each neuron was first
characterized with the memory–saccade task. On this task, the monkey
was first required to fixate a central fixation point. A 100 ms target (round
annulus, �2° in diameter) was then flashed at a randomly selected loca-
tion, and, after a delay period of 800 –1000 ms, the monkey was rewarded
for making a saccade to the remembered location of the target. The
location of the RF center was first estimated by hand, and responses on
the memory–saccade task were tested at each of the 12 placeholder loca-
tions used in the search task to determine whether that location was
inside or outside the receptive field. Neurons were tested further if they
had significant spatially tuned responses in a visual (50 –250 ms after
target onset), delay (400 –900 ms after target onset), and presaccadic
epoch (200 ms before saccade onset) of the memory–saccade task
(Kruskal–Wallis ANOVA, p � 0.05). RF eccentricity ranged from 5 to 20°
(14.1 � 3.2°, average � SD) and was contralateral to recording hemi-
sphere in 87.3% (69 of 79) of neurons. The location of the neurons on the
lateral bank on the intraparietal sulcus along with the presence and prop-
erties of spatially tuned activity on the memory–saccade task unambig-
uously identify our neurons as belonging to LIP (Barash et al., 1991).

Data analysis: behavior. Behavioral performance was scored as a two-
alternative forced-choice task, including only trials in which the monkey
released one or the other bar within the proscribed latency limits (100 –
1000 ms after target presentation). Trials in which monkeys made errors
by breaking fixation, by prematurely releasing a bar, or by failing to
release a bar within the latency limits were excluded from the analysis.
These constituted 12.67% of total trials in the SAME context and 13.39%
in the OPPOSITE context ( p � 0.1 for effect of context). Approximately
half of the excluded trials had breaks of fixation (5.28% of total in the
SAME condition and 5.70% in the OPPOSITE condition; p � 0.1 across
conditions), which, in �90% of cases occurred before, and were there-
fore unrelated to, the perturbation or target. The remaining errors con-
sisted of early or late bar release, and their prevalence also did not vary
according to context, the presence or absence of a perturbation, or the
timing, location, or type of perturbation. Catch trials (33% of total in
both SAME and OPPOSITE blocks) were included in 35 recording ses-
sions as additional verification of task performance. On these trials, all
placeholders turned into distractors and monkeys were rewarded for
holding the bars for 1000 ms after display change. The fraction of false
alarms on catch trials (bar release with either hand) was 15%.

Data analysis: neurons. Neuronal firing rates were measured on correct
trials from the raw spike count, in the time epochs noted in the text, and
compared using nonparametric statistics (Wilcoxon’s test or Kruskal–
Wallis ANOVA). Average response histograms (used for display only)
are constructed by averaging and smoothing raw spike trains using a
Gaussian kernel (SD of 10 ms). To construct population histograms, an
average response was calculated for each neuron and the individual traces
were averaged across the population.

Neural response latencies were calculated for each neuron and for each
perturbation at PTOA �200 ms using previously described methods
(Maunsell and Gibson, 1992; Bisley et al., 2004). Briefly, we first con-
structed a frequency histogram of the number of spikes measured in 1 ms
bins spanning the 200 ms before perturbation onset and fit it with a
Poisson distribution. We then calculated a cutoff from the Poisson fit, as
the number of spikes below which the spike count would be expected to
fall 99% of the time ( p � 0.01). Response latency was defined as the time
from stimulus onset to the time of the first three consecutive poststimu-
lus bins, each of which contained a number of spikes that was greater
than or equal to the cutoff. Comparisons of activity on perturbation and
no-perturbation trials when perturbations were opposite the RF showed
no significant differences for any context and PTOA. For example, at 0
ms PTOA in the SAME context, median firing rates were 21.0 spikes per
second (sp/s) on perturbation trials when both target and perturbation
were opposite the RF, and 21.4 sp/s on no-perturbation trials when only
the target was opposite the RF (50 –250 ms after target onset; p � 0.1).
Similarly, in the OPPOSITE context, median firing rates were 30.5 sp/s
on perturbation trials when the perturbation as well as a distractor were
opposite the RF and 29.3 sp/s on no-perturbation trials when only a
distractor was opposite the RF ( p � 0.1). Thus, the presence of a pertur-
bation opposite the RF did not affect responses to either a distractor or

the target within the RF. For the analysis of contextual effects, responses
were pooled across all blocks of a given context (SAME or OPPOSITE)
that were tested for each neuron. A total of 55, 21, and 24% of neurons
were tested with one, two, or three pairs of SAME and OPPOSITE blocks.
We obtained equivalent results when we repeated the analysis using only
the first pair in the sequence, showing that contextual differences were
not a function of repeated testing. To evaluate the possibility of firing rate
saturation, we compared peak firing rates during the visual epoch of the
memory–saccade task (50 –250 ms after target presentation) with peak
firing rates in the interval of 50 –250 ms after perturbation onset. We first
found the time of maximal firing during this interval and then calculated
the average firing rate in a 100 ms interval symmetric around the
maximum.

Results
Behavioral task
Two monkeys performed a covert discrimination task in which
they reported the orientation of a target embedded in a distractor
array using a nontargeting hand movement. On each trial, a sta-
ble placeholder display (Fig. 1a, left) changed to reveal a search
display containing one target and 11 distractors (middle). With-
out breaking central fixation, monkeys reported target orienta-
tion (right or left facing) by releasing hold of, respectively, the
right or left bar. The display was arranged so that one placeholder
fell into the center of the RF of the neuron. To examine neural
responses to extraneous visual input, we introduced, on 75% of
trials, a transient visual perturbation: a 50 ms change in one of the
display elements (Fig. 1b,c). Although the location of the pertur-
bation was unpredictable (either inside or opposite the RF), its
relationship with target location was fixed within trial blocks: in
SAME-context blocks, the perturbation always appeared at the
target location, whereas in OPPOSITE-context blocks, the per-
turbation and target were always opposite each other. Thus, a
context (consisting of �300 trials) was defined by the spatial
relationship between perturbation and target rather than by a
specific stimulus location. Within each context, we randomly
varied the physical appearance and the timing of the perturbation
(which could be 200 ms before, simultaneously with, or 200 ms
after the search array; PTOA of �200, 0, or 200 ms). Figure 1b
illustrates trials in which one perturbation type (a frame sur-
rounding a display element) appeared in the RF at �200 ms
PTOA in the SAME and OPPOSITE contexts. Figure 1c illustrates
trials in which the perturbation appeared in the RF in the SAME
context at 0 and 200 ms PTOA.

Behavioral performance
Results were similar for the two monkeys, and the analysis is
presented for the pooled data. Table 1 gives median RT and ac-
curacy on perturbation and no-perturbation trials for each con-
text and PTOA, and Figure 2a summarizes the average percentage
change in RT on perturbation relative to no-perturbation trials.

When they appeared simultaneously with or after the search
display (0 and 200 ms PTOA), perturbations significantly length-
ened reaction times relative to no-perturbation trials, suggesting
that they distracted from task performance (Fig. 2a; Table 1).
Accuracy was essentially unaffected except for slight improve-
ment in the SAME context at 200 ms PTOA (Table 1). The pres-
ence of significant interference in the OPPOSITE context (when
the perturbation was far from the target) argues that this inter-
ference was attentional and not simply attributable to visual
masking. Thus, in two of three trial types, perturbations had
predominantly distracting effects on task performance.

When perturbations appeared before the target display (�200
ms PTOA), their behavioral effects were strongly context depen-
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dent. In the SAME context, perturbations
produced a large decrease in RT relative to
no-perturbation trials (38 ms, 7.35%) with
no change in accuracy (Table 1), suggesting
that monkeys used them as cues to target
location. In contrast, in the OPPOSITE con-
text, perturbations produced no change in
RT and only slight decline in accuracy (Ta-
ble 1). One possibility is that, in this context,
monkeys suppressed most of the exogenous
pull of the perturbation. Alternatively, it is
possible that monkeys used the perturbation
as a cue even in the OPPOSITE context, at-
tending first toward and then opposite from
it, to the expected target location. To address
this possibility, we compared the behavioral
effects of the OPPOSITE perturbation in
sessions using only two possible target–per-
turbation locations (neighborhood size 1),
in which the perturbation was always pre-
cisely 180° opposite the target, and in ses-
sions using four or six possible locations
(neighborhood size 2 or 3), in which the per-
turbation specified target location with
lesser precision, within a range of two or
three placeholders (see Materials and Meth-
ods). The percentage change in RT relative
to no-perturbation trials was not signifi-
cantly affected by neighborhood size, being
0.91, 0.37, and �0.14% for neighborhoods
of one, two, and three placeholders ( p �
0.05 for effect of neighborhood). This sug-
gests that monkeys did not use the perturba-
tion as a cue in the OPPOSITE context, be-
cause this strategy should yield greater
facilitation at smaller neighborhood size
when the perturbation was more informa-
tive about target. As expected, the frac-
tional change in RT was unaffected by
neighborhood size in the SAME condition
(�5.75, �6.58, and �7.41%; p � 0.05)
because, in this context, the perturbation
precisely marked target location regard-
less of neighborhood size. These data, to-
gether with the neural effects described
below, suggest that monkeys suppressed
most of the exogenous pull of the pertur-
bation in the OPPOSITE context (see also
Discussion).

Neural responses
We report neural activity in 79 LIP neurons
recorded in two hemispheres of each mon-
key (41 in monkey 1, 38 in monkey 2). Con-
sistent with the idea that LIP participates in
voluntary, covert attentional selection, neu-
rons reliably encoded the location of the
search target (Fig. 2b). Once the search dis-
play was presented, neural activity increased
strongly if the target was in the RF but remained weaker if the
target was opposite the RF and a distractor appeared in the RF,
thus tracking the location of the task-relevant target.

Our focus in this report is on the responses evoked by the

perturbations during the search task. Consistent with previous
findings (Powell and Goldberg, 2000; Bisley and Goldberg, 2003),
we found that, when perturbations appeared opposite the RF,
they produced no significant change in neural responses in any

Figure 1. Behavioral task. a, Visual search without perturbation (25% of trials). The placeholder display is constantly on in
the intertrial interval. To begin each trial, the monkey must fixate the central dot for a variable interval (1200 or 800 ms). In so
doing, the monkey brings the RF of the neuron (gray semicircle) onto one of the display elements. The target display is revealed
at time 0 (Target ON) by partial removal of two line segments, and the monkey must indicate the orientation of the E-shaped
target by releasing one response bar (Manual Response). b, Perturbation trials for the SAME context (top row) and the OPPOSITE
context (bottom row) when the perturbation (FRAME) appears 200 ms before the target (PB. ON; PTOA of �200 ms) in RF. The
perturbation is always presented for 50 ms and then turned off. c, Trials in which the perturbation (FRAME) appeared at 0 ms
(top row) and 200 ms (bottom row) PTOA in RF for the SAME context. In all trials, the placeholder display is restored 300 ms after
the manual response.
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context or PTOA (see Materials and Methods). Therefore, the
following analysis concentrates on half of all trials, in which the
perturbation appeared in the RF and evoked a robust neural
response.

By design, in the SAME context, perturbation-evoked activity
coalesced with responses to the search target. This superposition
is illustrated in Figure 3a for an individual neuron tested with the
INT� perturbation. At �200 ms PTOA (left panel, top row), the
neuron gave an initial robust response to the perturbation (thick
trace) and, on presentation of the search display (time 0, TG.
ON), showed a second increase in activity reflecting the presence
of the target in the RF. The thin dashed trace illustrates responses
in interleaved no-perturbation trials when only the target ap-
peared in the RF. The influence of the perturbation essentially
dissipated after �200 ms after target onset, by which time the
neuron responded similarly on perturbation and no-
perturbation trials. At 0 ms PTOA (middle panel), perturbations
appeared simultaneously with the search display. The neuron
showed a single peak of activity, which was only slightly higher on
perturbation relative to no-perturbation trials (thick vs thin
dashed traces). Finally, at 200 ms PTOA, the neuron responded
initially to the target in its RF (0 –200 ms) and had a second
response to the perturbation (200 – 400 ms) riding on this search-
related activity. In the OPPOSITE context, perturbations ap-
peared together with a distractor in the RF, and the perturbation-
evoked response coalesced with the lower distractor-evoked
activity (Fig. 3a, bottom row). A similar response pattern was
seen in the entire population (Fig. 3b).

In the following analyses, we examine first responses at �200
ms PTOA, when neurons responded to the perturbation before

developing search-related activity. Next,
we analyze the response evoked by the per-
turbation (the increase in firing rate on
perturbation relative to no-perturbation
trials) at 0 and 200 ms PTOA.

Effect of perturbation features
Figure 4 compares neural responses to dif-
ferent perturbation types at �200 ms
PTOA. To highlight the perturbation-
evoked component of the response, we
calculated the difference between activity

on perturbation and no-perturbation trials (by subtracting, for
each neuron, the average response in no-perturbation trials from
responses to each perturbation type). Although neurons re-
sponded robustly to all perturbation types, their responses to
isoluminant color change appeared to be slightly weaker and have
longer latencies than those to the other perturbations. Median
responses (50 –250 ms after perturbation onset) for increase and
decrease in luminance, frame, movement, and color perturba-
tions were 12.34, 14.86, 13.98, 14.07, and 6.35 sp/s in the SAME
context and 10.19, 13.53, 9.36, 10.71, and 5.61 sp/s in the OPPO-
SITE context. Corresponding latencies were 64, 58, 50, 77, and
101 ms in the SAME context and 92, 71, 55, 92, and 105 ms in the
OPPOSITE context. The effect of perturbation type, however,
was not statistically significant at the population level for either
firing rate or latency (Kruskal–Wallis ANOVA, p � 0.1). Paired
comparisons between response magnitude to COLOR and to
other perturbations reached statistical significance in one case
only [p � 0.007, COLOR relative to MOVE; p � 0.068, 0.011, and
0.076 relative to INT�, INT�, and FRAME; criterion p (cor-
rected for multiple comparisons) is 0.01]. Similarly, paired com-
parisons of response magnitude in individual neurons (Fig. 4b)
yielded significant differences in fewer than 25% of neurons
(with a liberal criterion of p � 0.05). Similar results were obtained
at PTOA of 0 and 200 ms. A possible explanation for the lack of
statistical significance of this effect may be the relatively low
number of neurons tested with the COLOR perturbation (n � 26
vs 37, 57, 42, and 44 tested with INT�, INT�, FRAME, and
MOVE).

Given the possibility that LIP responses to color change are
weaker than those to other perturbation, we examined whether
different perturbations elicit different behavioral effects. Consis-
tent with the neural response, the behavioral effects of the
COLOR perturbation were relatively weak in both the SAME and
OPPOSITE contexts. In the SAME context, median percentage
change in reaction time (�200 ms PTOA) was �6.6, �7.9, �4.4,
�8.1, and �2.8% for INT�, INT�, FRAME, MOVE, and
COLOR (each p � 0.05 relative to 0, and p � 0.015 for effect of
perturbation type, Kruskal–Wallis ANOVA). In the OPPOSITE
context, the corresponding values were 2.7, 2.4, 0.5, �0.4, and
0.2% (each p � 0.07 relative to 0, and p � 0.016 for effect of
perturbation type, Kruskal–Wallis ANOVA). Figure 5 shows the
correlation between the fractional change in reaction time and
the response to the perturbation across the entire set of neurons
and perturbation types. In the SAME context, the variables were
negatively correlated (r � �0.18; p � 0.0012), showing that a
larger perturbation response was associated with a larger decrease
in reaction time. In the OPPOSITE context, there was a positive
correlation (r � 0.14; p � 0.045), showing that a larger perturba-
tion response tended to produce a larger increase in RT. Thus,
variations in the LIP response to different perturbation types

Table 1. Behavioral results

Reaction time � SD (ms) Percentage correct � SD (%)

Trial type¢ontext SAME OPPOSITE SAME OPPOSITE

No perturbation 473 � 60a 466 � 53a 92.0 � 8.0a 90.6 � 8.2a

PTOA of �200 ms 435 � 59** 467 � 61 90.9 � 8.7 89.2 � 9.5*
PTOA of 0 ms 484 � 69** 485 � 61** 90.9 � 9.0 91.2 � 8.5
PTOA of 200 ms 492 � 73** 481 � 72** 94.1 � 7.3* 91.4 � 8.0

Population medians and SDs of reaction time and percentage correct for different trial types and both contexts (SAME, OPPOSITE). Wilcoxon’s test, *p � 0.05,
perturbation trials versus no perturbation trials; **p � 10�10, perturbation trials versus no perturbation trials.
aNo significant difference between no-perturbation trials in SAME versus OPPOSITE.

Figure 2. Average change in RT and search-related activity in no-perturbation trials. a,
Average and SE of percentage change in RT in trials with (RTPB) relative to those without
perturbations (RTNOPB) [(RTPB �RTNOPB)/RTNOPB], where RT is the average reaction time in each
condition for each context and PTOA. *p � 0.01 relative to 0 (t test). b, Population neuronal
responses on no-perturbation trials in the SAME condition (average and SE) when either the
target or a distractor were in the RF.
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correlate with attentional weight as measured
through the facilitatory or distracting effects of
the perturbation.

A final question pertains to the neural re-
sponses to the two luminance perturbations with
opposite polarity, INT� and INT�. Because
both perturbations contained both an increase
and a decrease in luminance (INT� consisted of
increase followed by decrease of luminance 50
ms later, and INT� consisted of decrease fol-
lowed by increase in luminance), it is conceivable
that neurons may have responded to only one of
these transients, say, only to increase or only to
decrease. If this were the case, we would expect a
latency difference on the order of 50 ms (dura-
tion of the perturbation) between responses for
INT� and INT� trials. However, response la-
tencies were equivalent (median latencies of 64
vs 58 ms for INT� and INT� in the SAME con-
text, and 92 vs 71 ms in the OPPOSITE context;
both p � 0.1), and the distribution of latency
differences showed a single peak with mean 1.8
ms for the SAME context and 3.6 ms for the OP-
POSITE context (both p � 0.3 relative to 0). This
argues that neurons had bona fide responses for
changes of luminance with opposite polarities.

Contextual effects
Examination of the single-neuron and popula-
tion responses in Figure 3 suggests that the base-
line (presearch) and perturbation-evoked re-
sponses were stronger in the SAME than in the
OPPOSITE context (compare top and bottom
rows in a and b, �200 ms PTOA). To examine
this effect in more detail, Figure 6a shows popu-
lation response histograms for SAME and OP-
POSITE trial blocks at �200 ms PTOA. The his-
tograms depict the initial fixation and
perturbation epochs, during which the visual
display was identical in both contexts. (After
time 0, the display changed to include either the
target or a distractor in the RF so that firing rate
differences could no longer be interpreted purely
in terms of contextual effects.) Although firing
rates were not affected by context in the early
fixation (presearch) epoch, responses became
larger in the SAME than in the OPPOSITE con-
text shortly before perturbation onset. The aver-
age firing rate difference between the two con-
texts (Fig. 6b, circles) became significant at
approximately �400 ms and greatly increased
during the perturbation-evoked response ( p �
10�15, Kruskal–Wallis ANOVA for effect of
time, �400 to 100 ms after target onset).

The large increase in firing rate differences
during the perturbation epoch suggests that the
contextual effect may have been a multiplicative
gain change, because this would result in a larger
difference during epochs of high activity relative
to those with low activity. Consistent with a mul-
tiplicative effect, the average gain (the ratio be-
tween firing rates in the SAME and OPPOSITE
contexts) became significantly �1 at approxi-

Figure 3. Superposition of search and perturbation-related responses. a, Responses (mean and SE) of a representa-
tive neuron for trials in which the perturbation was in the RF (thick traces) and for the corresponding no-perturbation
trials (thin dashed traces). Top row shows responses for the SAME context, and bottom row shows responses in the
OPPOSITE context, for PTOAs of �200 ms (left), 0 ms (middle), and 200 ms (right). Traces are aligned with target onset
(time 0, broken vertical line), and the time of perturbation (INT�) onset is marked with the solid vertical line. The back
squares mark the perturbation lifetime. b, Population responses, averaged across all neurons and perturbation types.
Same format as in a. TG. ON, Target onset; PB. ON, perturbation onset.
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mately �400 ms and remained approximately constant thereaf-
ter (Fig. 6b, triangles) ( p � 0.998 for effect of time, �400 to 100
ms). Figure 6, c and d, shows the distributions of firing rate dif-
ferences and ratios in individual neurons, measured in early fix-
ation (�800 to �600 ms), pre-perturbation (�400 to �200 ms),
and perturbation (�150 to 50 ms) epochs. Whereas median dif-
ference increased with time (medians of �0.23, 0.99, and 3.23
sp/s in the corresponding epochs; p � 0.77, 0.04, and 0.0009
relative to 0; p � 0.05 relative to each other), gain values increased
from the early fixation to the pre-perturbation epoch (medians of
0.97 vs 1.07; p � 0.76 and p � 0.02 relative to 1; p � 0.05 relative
to each other) but did not increase further in the perturbation
epoch (median of 1.14; p � 0.02 relative to 1; p � 0.25 relative to
the pre-perturbation epoch). For the example neuron in Figure
3a, the firing rate differences in the three epochs were 0.66, 4.65,
and 17.95 sp/s, with corresponding gain values of 1.15, 1.56, and
1.45. Thus, response gain remained constant, whereas response
differences increased, consistent with a multiplicative effect.

The gain effect was not specific to the perturbation-evoked

response but was also found in no-perturbation trials. Figure 7
compares activity in the SAME and OPPOSITE contexts for no-
perturbation trials when either the target (Fig. 7a) or a distractor
(Fig. 7b) was in the RF. When the target was in the RF, median
firing rate differences between SAME and OPPOSITE contexts
were 0.83 sp/s in the presearch epoch (�200 to 0 ms) and 2.53
sp/s in the search epoch (50 –250 ms; each p � 0.05 relative to 0;
p � 0.05 relative to each other), with corresponding gain values of
1.09 and 1.07 (both p � 0.02 relative to 1; p � 0.59 relative to each
other). When a distractor was in the RF, median firing rate dif-
ferences were 0.93 in the presearch epoch and 1.85 in the search
epoch ( p � 0.05 relative to 0; p � 0.04 relative to each other),
with gains of 1.05 and 1.08 ( p � 0.02 relative to 1; p � 0.97
relative to each other). Thus, the contextual gain change uni-
formly affected perturbation and search-related activity.

Effect of timing
After presentation of the search display, neurons developed task-
related activity, and the response to the perturbation was super-
imposed on either target-related activity in the SAME context or
distractor-related activity in the OPPOSITE context (Fig. 3). To
examine the responses elicited by the perturbations themselves,
we calculated the difference between activity on perturbation and
no-perturbation trials (Fig. 8a).

Perturbation-evoked responses were much weaker at 0 and
200 relative to �200 ms PTOA. Whereas at �200 ms PTOA the
perturbation evoked median increases in firing rates of 11.21 and
10.31 sp/s in the SAME and OPPOSITE contexts (means of 16.12
vs 12.12 sp/s), median responses at 0 ms PTOA were only 4.60

Figure 4. Responses to each perturbation type. a, Population response to perturbations
(difference between response on trials with and without perturbation) for PTOA of �200 ms,
SAME context (left) and OPPOSITE context (right). The black squares mark the perturbation
lifetime. The different types of perturbations are designated as follows: INT�, increase in
luminance; INT�, decrease in luminance; COL, color change; MOVE, back-and-forth radial
movement; FRAME, appearance of frame surrounding one pattern; ALL, all perturbations to-
gether. b, Gray map representing the similarity matrices for SAME context (left) and OPPOSITE
context (right). Numbers show the percentage of neurons with statistically significant different
responses for each perturbation pair (Kruskal–Wallis ANOVA on perturbation responses 50 –
250 ms after perturbation onset followed by multiple pairwise comparisons). We used a liberal
criterion of 0.05 to ensure that we did not miss any differences that may have occurred. TG. ON,
Target onset; PB. ON, perturbation onset.

Figure 5. Correlation between the fractional change in RT and the response to the pertur-
bation. Each point represents the fractional change in RT (as defined in Fig. 2) and average
response to a specific perturbation (difference between average firing rate on perturbation and
no-perturbation trials, 50 –250 ms after perturbation onset) for one neuron, at �200 ms PTOA,
in the SAME (top row) and OPPOSITE (bottom row) contexts. The color coding is the same as in
Figure 4. Filled symbols show medians for each perturbation type, and thick lines represent the
linear regression through all data points.
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and 3.64 sp/s (means of 4.70 vs 3.87 sp/s; both p � 10�5 relative
to �200 ms PTOA), and at 200 ms PTOA were 4.61 and 6.23 sp/s
(means of 7.48 vs 9.81 sp/s; both p � 0.05 relative to �200 ms
PTOA). In addition to the overall reduction in response, the con-
textual effect disappeared at 0 ms PTOA ( p � 0.5, SAME vs
OPPOSITE context) and reversed at 200 ms PTOA, when neu-
rons responded significantly more in the OPPOSITE than in the
SAME context ( p � 0.05). Figure 8b shows neuron-by-neuron
comparison of perturbation responses in the SAME and OPPO-
SITE contexts. Whereas at �200 ms PTOA 45% of neurons
showed significant preference for the SAME context and only
11% favored the OPPOSITE context, these fractions dropped to
28 and 22% at 0 ms PTOA and rose in a reverse pattern, to 16 and
37% at 200 ms PTOA.

These response changes at 0 and 200 ms PTOA may have been
attributable to competitive interactions with simultaneous
search-related responses. At 0 ms PTOA, perturbation-related
input competes with the simultaneous visual transient caused by
unmasking the search array. At 200 ms PTOA, perturbation re-
sponses are relatively weaker in the SAME context, when they

compete with stronger target-related activity, than in the OPPO-
SITE context, when they compete with weaker distractor-related
responses. An alternative possibility is that these changes were
attributable to a ceiling effect, because neurons may have simply
reached their intrinsic maximal firing rates when driven by both
the perturbation and visual search. To evaluate this possibility,
we compared peak firing rates in the SAME context with peak
firing rates during the visual epoch of the memory–saccade task
(usually the maximal responses of the neurons throughout these
experiments). Median firing rates in the memory–saccade task
were 66 sp/s, significantly higher than those evoked by the per-
turbation and target in the RF at 0 ms PTOA (median of 45 sp/s;
p � 10�4) and at 200 ms PTOA (median of 43 sp/s; p � 10�4).
Most neurons had significantly higher peak firing rates in the
memory-guided saccade task than in the search task (64% for 0
ms PTOA and 67% for 200 ms PTOA), and only a minority
showed a significant difference in the opposite direction (15% for
0 ms PTOA and 20% for 200 ms PTOA). Thus, most neurons
were capable of firing at higher rates than those seen on trials in
which both perturbation and target were in the RF. However, an
additional possibility is that, as firing rates were driven toward an
intrinsic maximum by the search task, any additional input at-
tributable to the perturbation would elicit incrementally smaller
changes in response. To evaluate this possibility, we calculated
correlations between two quantities: the incremental response
evoked by the perturbation (difference between peak response on
perturbation and no-perturbation trials) and the task-related
level of activity of the neuron relative to its putative maximum
(the difference between peak firing rate on the memory-guided
saccade task and the peak firing rate on no-perturbation trials, in
the interval corresponding to the perturbation response on per-
turbation trials). Contrary to the predictions of the hypothesis,
we found neither correlation between these two quantities within
a context nor when data were pooled across contexts (SAME or
OPPOSITE, 0 or 200 ms PTOA; all r values �0.08; p � 0.5). In
other words, how far the neuron was from its putative maximal
firing rate did not predict the degree to which it would respond to
the perturbation. These results make an explanation in terms of
firing rate saturation unlikely and suggest that competitive inter-
actions with search-related activity caused the decline in pertur-
bation responses and reversal of the contextual effect at 0 and 200
ms PTOA.

Figure 7. Contextual effect in trials without perturbation. Population responses for the
SAME and OPPOSITE contexts when the target was in the RF (a) and when a distractor was in the
RF (b). Same format as in Figure 6a. Traces are aligned on time of target presentation (TG. ON).

Figure 6. Quantitative analysis of contextual effect. a, Population responses (mean and SE)
for �200 ms PTOA in the SAME and OPPOSITE contexts. Traces show the presearch fixation
epoch and the perturbation response and are truncated 100 ms after target presentation, when
neurons began reflecting the presence of the target or a distractor in the RF. b, Average differ-
ence (circles) and ratio (triangles) between neural response in the SAME and OPPOSITE contexts,
for the responses in a. Values were calculated in a sliding window (50 ms width, 25 ms step),
separately for each neuron and then averaged across the population. Error bars show SE, and
asterisks indicate values significantly different from 0 (for difference) or 1 (for ratio; both Wilc-
oxon’s test, p � 0.05). c, Distribution of the difference in firing rates between SAME and
OPPOSITE contexts for PTOA of �200 ms in individual neurons. d, Distribution of the ratio
between responses in SAME and OPPOSITE contexts for PTOA of �200 ms. Vertical lines and
symbols show medians for the corresponding histogram. TG. ON, Target onset; PB. ON, pertur-
bation onset.
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Discussion
We describe two main findings regarding the integration of top-
down and bottom-up influences in LIP. First, LIP neurons re-
spond not only to suddenly appearing objects, but also to abrupt
changes in color, luminance, or position of existing objects. The
level of LIP response correlates with the bottom-up distracting
effect of different visual transients. This supports the idea that LIP
encodes an abstract dimension of salience that mediates the
bottom-up effects of a wide variety of sensory inputs. Second,
responses to salient objects are modulated by at least two top-down
mechanisms: a gain control setting that is not spatially specific but
describes a global behavioral context, and local, spatially specific
competitive interactions with task-related activity. These two influ-
ences act on the same population of neurons, allowing for the flexible
regulation of responsiveness to external input as a function of behav-
ioral context and momentary task engagement.

General salience representation
Previous studies have shown that LIP neurons preferentially en-
code newly appearing relative to stable objects (Gottlieb et al.,

1998). We extend these findings by show-
ing that LIP responses generalize to other
perturbing visual transients, whether these
represent the appearance of a new object
or an abrupt change in an existing object.
Neurons responded for transients defined
by motion, luminance, and color changes
and responded similarly for transients
with opposite physical characteristics (in-
crease and decrease in luminance). Re-
sponses to color change tended to be
weaker and have slightly longer latencies
than those to the other perturbations (al-
though, in our dataset, these trends did not
reach statistical significance), consistent
with the fact that isoluminant color
changes produce weaker responses in the
visual system (Livingstone and Hubel,
1988). The color perturbation produced
the weakest behavioral effect on reaction
times, resulting in significant correlations
between the neural and behavioral effects
of the perturbation in both SAME and
OPPOSITE contexts. These findings sug-
gest that a change in color is a relatively
poor attentional attractor (Theeuwes,
1995) and bolsters the evidence for a func-
tional contribution of LIP to covert atten-
tion (Robinson et al., 1995; Colby et al.,
1996; Gottlieb et al., 1998; Bisley and
Goldberg, 2003; Wardak et al., 2004). A
question left open by our data is whether
neurons are also sensitive to sustained
forms of salience, such as a color, shape, or
motion pop-out. Given the generality of
the responses we find here and the fact that
sensitivity to static pop-out is found in
area 7a that is adjacent to LIP (Constan-
tinidis and Steinmetz, 2005), this is likely
also to be the case for LIP.

Contextual modulations
The gain modulation differs from previous

attentional modulations in LIP in that it was not specific for an
object or location (Colby et al., 1996) but uniformly affected
baseline, perturbation, and search-related responses. Consistent
with a gain change, firing rate differences were small during the
baseline epoch but much higher during perturbation and search-
related responses. Interestingly, the differential gain setting did
not start immediately during the onset of fixation but built up in
anticipation of the first visual event, ruling out the possibility that
it represented nonspecific excitability changes and suggesting
that it was sensitive not only to spatial but also to temporal trial
contingencies (Janssen and Shadlen, 2005). This global modula-
tion may have been triggered by the task we chose, which did not
allow monkeys to anticipate the location of the target or pertur-
bation but only to deduce the higher-order relationship between
the two. Thus, the gain change may have reflected the adoption of
a behavioral set (Dosenbach et al., 2006), which may have been
optimal for controlling the impact of the perturbation depending
on its statistical association with the task-relevant target.

The contextual effect in neural responses helps constrain our
interpretation of the monkeys’ behavioral strategy in solving the

Figure 8. Quantitative analysis of timing effect. a, Perturbation-evoked component of the response, obtained by subtracting
response on trials with and without perturbation. The subtraction was calculated separately for each neuron, and resulting traces
were averaged across neurons. Thick traces represent responses for the SAME context, and thin traces represent responses for the
OPPOSITE context. The two traces in the left panel (�200 ms PTOA) are the same as the black dashed traces in the SAME and
OPPOSITE contexts in Figure 4a. b, Scatter plots of perturbation component of the response in the SAME versus the OPPOSITE
context for PTOA of �200 ms (left), 0 ms (middle), and 200 ms (right). Filled symbols represent neurons with a statistically
significant effect of context. The dashed gray lines and the associated numbers represent the center of mass coordinates. Diagonal
line is the equality line. TG. ON, Target onset; PB. ON, perturbation onset.
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task. For example, it could be argued that, in the OPPOSITE
context, monkeys treated the perturbation as a valid cue, attend-
ing toward and then quickly opposite from it, toward the ex-
pected target location. However, in this case, we should have
found, contrary to what we observed, that perturbation-evoked
responses were initially similar in the two contexts but declined
faster in the OPPOSITE than in the SAME context. Moreover,
monkeys (in stark contrast with humans) do not orient attention
opposite an “anti-predictive” cue in a cued-detection task (Bow-
man et al., 1993), and, in the present task, we found that the
behavioral effect of the perturbation in the OPPOSITE context
did not vary according to the precision with which the perturbation
specified target location (i.e., neighborhood size). A final possibility
is that the lack of a behavioral effect in the OPPOSITE context may
have had a purely bottom-up explanation, i.e., the perturbation may
have been simply ineffectual in distracting the monkey’s attention.
This idea however is inconsistent with the distracting effects of the
OPPOSITE perturbation at 0 and 200 ms PTOA and with the pres-
ence of a top-down contextual effect in neural responses. Together,
these considerations suggest that monkeys adapted to the two con-
texts with a global gain change in attention-related areas.

Competitive interactions
A second mechanism suggested by our results is the competitive
suppression of the perturbation-evoked activity by search-related
responses. At 0 ms PTOA, the perturbation-evoked response was
much weaker than at �200 ms PTOA, possibly reflecting com-
petition from neurons activated by the simultaneous change
from the placeholder to the search display. At 200 ms PTOA,
perturbation-related activity was weaker in the SAME context
than in the OPPOSITE context (a reversal of the contextual effect
at �200 ms PTOA), suggesting that it may have been suppressed
by the higher search-related activity in the SAME context. This
reverse contextual modulation appears similar to the findings of
Robinson et al. (1995) and Powell and Goldberg (2000), that a
visual stimulus elicited weaker responses if it appeared at a cued
(attended) location than if it appeared at an unattended location
in a cued-detection or memory–saccade task. We show that
this effect could not be accounted for by an intrinsic limit in
the maximal firing rates of the neurons but was most likely
attributable to competitive interactions between search and
perturbation-evoked activity.

Behaviorally, such competitive interactions can facilitate at-
tentional shifts toward novel, unattended locations or equiva-
lently, discourage repeated orienting toward already attended lo-
cations (e.g., inhibition of return). This is consistent with the
view that LIP provides control signals for shifting or reengaging
attention at a previously unattended location (Robinson et al.,
1995; Yantis et al., 2002; Shomstein and Yantis, 2004). An impli-
cation of this attentional suppression is that the LIP signal resem-
bles more an attentional control signal rather than a visual re-
sponse that is modulated by attention, because a visual response
would be expected to be enhanced whether a stimulus is newly
attended or appears within an already attended locus. This idea is
further bolstered by the fact that reaction times for identifying the
target correlated with the LIP response preceding target presen-
tation (Fig. 5).

Multiple top-down effects
The attentional suppression found by previous investigators
(Robinson et al., 1995; Powell and Goldberg, 2000) and at 200 ms
PTOA in the present task appears to contradict the phenomenon
of attentional enhancement (Colby et al., 1996). The present re-

sults argue that these opposite effects of attention do not reflect
spurious methodological differences (among tasks, subjects, or
neuronal populations examined) but reflect the operation of sev-
eral interacting mechanisms impinging on the same neuronal
population. Both gain modulations and competitive interactions
have been suggested as attentional mechanisms in extrastriate
visual areas (McAdams and Maunsell, 1999; Reynolds et al., 1999;
Recanzone and Wurtz, 2000; Kastner et al., 2001), suggesting that
different implementations of the same fundamental mechanisms
may subserve attentional selection throughout extrastriate and
association areas. These interacting mechanisms may allow dy-
namic, multifaceted modulations of responses to external input,
which may be critical for maintaining an optimal balance be-
tween the voluntary and stimulus-driven control of attention.
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