
significant, dose-dependent, concentration-dependent,
and visually evident changes in cardiac contrac-
tility as indicated by increases in FS (Fig. 4A and
movie S1) (19).

Omecamtiv mecarbil improved left ventricu-
lar systolic function in a conscious canine model
with chronically implanted sensors to assess
LV dimensions, atrial and arterial pressures, and
stroke volume (20). The direct effect on cardiac
contractility was evident from the increase in
myocardial wall thickening (WT) and FS (Fig.
4B) in the absence of a change in loading con-
ditions, such as mean arterial pressure, LV end
diastolic pressure, and total vascular resistance
(–2.2 T 1.3%, –7.3 T 5.8%, and –2.4 T 2.3%,
means T SEM, P > 0.05). In dogs with heart
failure induced by chronic fast pacing of heart
rate in concert with a localized myocardial in-
farction (21), omecamtiv mecarbil produced sub-
stantially greater and statistically significant (P <
0.01) increases in stroke volume (60.8 T 12.5%)
and cardiac output (29.1 T 6.1%) than it did in
normal dogs (10.2 T 3.6% and 0.8 T 2.0%, re-
spectively). The increase in cardiac output was
especially notable given the coincident lowering
of heart rate (–16.7 T 4.0%, P = 0.014) observed
in the dogs with heart failure (Fig. 4B; P cal-
culated using Student’s t test).

Underlying the effects on systolic function
was an increase in systolic ejection time (SET)
in the absence of changes in the rate of LV
pressure development (dP/dt) (Fig. 4B). In con-
trast, existing drugs, such as the b-adrenergic
agonist dobutamine, increase cardiac contractil-
ity by increasing dP/dt and shortening SET (22).
We investigated this finding further by compar-
ing omecamtiv mecarbil with dobutamine, using
time-dependent LVend systolic elastance, a load-
independent measure of cardiac contractility de-
rived from the pressure-volume loop (23). The
plots of time-dependent elastance (Fig. 4C) are
illustrative of the different effects that the two
drug mechanisms have on the dynamics of car-
diac contractility.

Overall energy balance in the contracting
heart is set by a combination of loading conditions,
heart rate, membrane ion fluxes, calcium cycling,
and crossbridge cycling. Although omecamtiv
mecarbil might increase ATP turnover at the level
of the sarcomere, on balance, myocardial ener-
getics appear unchanged following omecamtiv
mecarbil administration, as it does not increase
overall myocardial oxygen consumption (8) at
doses producing substantial improvements in car-
diac function. However, excessive crossbridge
activation at excessive doses of omecamtiv mecarbil
could lead to an increase in the duration of
systole to an extent where coronary blood flow
during diastole is reduced, and signs and symp-
toms of cardiac ischemia may emerge.

As a selective, allosteric activator of cardiac
myosin, omecamtiv mecarbil is a rare example
of a drug mechanism whose action depends on
activation rather than inhibition of an enzyme,
an approach that may have broader application

for therapeutic intervention (24–26). It repre-
sents a therapeutic approach to directly improve
cardiac function that potentially avoids the del-
eterious effects limiting current indirect inotropic
mechanisms (27). Further studies in patients with
heart failure will eventually define the clinical
benefit and risk profile of cardiac myosin activa-
tion in a condition that is still marked by substan-
tial rates of mortality and morbidity.
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Reversal of Interlaminar Signal
Between Sensory and Memory
Processing in Monkey Temporal Cortex
Daigo Takeuchi, Toshiyuki Hirabayashi, Keita Tamura, Yasushi Miyashita*

The primate temporal cortex implements visual long-term memory. However, how its interlaminar
circuitry executes cognitive computations is poorly understood. Using linear-array multicontact
electrodes, we simultaneously recorded unit activities across cortical layers in the perirhinal cortex
of macaques performing a pair-association memory task. Cortical layers were estimated on the
basis of current source density profiles with histological verifications, and the interlaminar signal
flow was determined with cross-correlation analysis between spike trains. During the cue period,
canonical “feed-forward” signals flowed from granular to supragranular layers and from
supragranular to infragranular layers. During the delay period, however, the signal flow reversed to
the “feed-back” direction: from infragranular to supragranular layers. This reversal of signal flow
highlights how the temporal cortex differentially recruits its laminar circuits for sensory and
mnemonic processing.

The primate inferotemporal cortex locates
at the final stage of the ventral visual pathway
and serves as a storehouse for visual long-

term memory (1–4). Previous studies have demon-
strated neuronal activity related to presented visual
objects and retrieved images at the single-neuron
level (4–6), but the underlying network dynamics
(7–12) remain to be understood. Evidence from
the primary sensory cortices suggests that local
circuits extending across cortical layers are cru-
cially involved in sensory processing (13–15).
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This raises questions about how the interlaminar
circuitry in the inferotemporal cortex is differen-
tially recruited to process presented objects and to
retrieve visual long-term memory.

We used two strategies to investigate inter-
laminar signal flow in awake behaving monkeys.
First, we used current source density (CSD) anal-
ysis as a tool for layer estimation in each electrode
penetration; CSD reflects the gross transmembrane
currents in the local neuronal ensemble and is used
to estimate the cortical layers that receive afferent
inputs (16, 17). Second, we used cross-correlation
analysis of spike trains (18–21) to infer the functional
interactions across cortical layers; asymmetry or
peak lag of the cross-correlogram (CCG) reflects
the direction of functional connectivity between
neurons (22, 23).

Two monkeys were trained to perform a pair-
association task, in which they had to retrieve the
learned paired associate in response to the presented
cue stimulus (Fig. 1A) (3–5). We recorded single-
and multi-unit activities and local field potentials
(LFPs) by inserting linear-array multicontact elec-
trodes (16 or 24 contacts with spacing of 150 or
100 mm, respectively) vertically (table S1) (24) into
area 36 (A36) (Fig. 1B). CSD was then calculated
from depth profiles of stimulus-evoked LFPs in
order to physiologically estimate the position of
the granular layer (24). A representative CSD pro-
file exhibited the earliest current sink (Fig. 1, D
and E, asterisks) at the contact corresponding to
the histologically verified granular layer (Fig. 1C,
red). This earliest current sink was followed by
sinks at more superficial contacts and by sources
at deeper contacts (Fig. 1D). Similar CSD profiles
were consistently observed for all penetrations
(fig. S1). Postmortem histological analyses (24)
confirmed that the earliest current sink evoked by
cue stimuli consistently corresponded to the
granular layer [table S1, the distance between the
contact with the earliest current sink (“earliest-sink
contact”), and the center of the granular layer was
79 mm (median), n = 6 penetrations]. The histo-
logical verifications, together with consistent CSD
profiles across penetrations, demonstrated that
the CSD profiles can be reliably used to estimate
the granular layer (G), the supragranular layer
(SG), and the infragranular layer (IG) (24). In this
representative penetration, single unit activities
were simultaneously recorded in SG and IG (Fig.
1, F and G), both showing stimulus-selective re-
sponses during the cue period (Fig. 1H). The CCG
(18–23) for this unit pair exhibited a significant
displaced peak (4 ms lag) on the right side (Fig.
1I), suggesting a functional connectivity from the
SG unit to the IG unit, which is consistent with
the “feed-forward” signal flow in the primary sen-
sory cortices (13–15).

We made 20 penetrations in three hemispheres
of two monkeys and conducted cross-correlation
analyses for three populations of unit pairs: G-SG
pairs (cue period, n = 52 pairs; delay-period, n =
49 pairs), G-IG pairs (n = 128 pairs; n = 121
pairs), and SG-IG pairs (n = 252 pairs; n = 211
pairs) [both single units and multi-units were

included; for details, see supporting online mate-
rial (SOM) text and table S2]. A CCG was cal-
culated only when both constituent units responded
to at least one common stimulus during either the
cue or delay period. CCG peakwas detectedwithin
10ms lag (19–22) so as to evaluate its significance
(Z > 2.82, P < 0.05) (24). We then compared the
proportions of unit pairs with significant CCG
peaks among the G-SG, G-IG, and SG-IG pairs

(fig. S2). The proportion of unit pairs with a sig-
nificant CCG peakwas greater for G-SG pairs than
for G-IG pairs during both the cue period (33%
versus 11%; c2 test with post-hoc pair-wise com-
parisons followed by Bonferroni’s correction, P <
0.005) and delay period (27% versus 12%; P <
0.05). The proportion of unit pairs with a signifi-
cant CCGpeakwas greater for G-SG pairs than for
SG-IGpairs during the cue period (33%versus 16%;
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Fig. 1. (A) Sequence of pair-association task. Monkeys had to retrieve the learned paired associate in
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activities and LFPs were recorded across cortical layers in area 36 (blue) by using a linear-array multicontact
electrode. Scale bar, 10 mm; amts, anterior middle temporal sulcus. (C to I) A representative data set. (C)
Electrolytic lesion marks made at two contacts of the electrode (yellow contacts) were identified in a Nissl-
stained histological section. Scale bar, 200 mm. [(D) and (E)] Stimulus-evoked CSDs. The earliest significant
current sink appeared at 91 ms after cue onset (asterisks), (red contact). The red contact corresponded to
the granular layer in histological section (C). Red and green bars in (E) indicate significant and
nonsignificant current sink, respectively. G, SG, and IG represent granular, supragranular, and infragranular
layers, respectively. (F) Waveforms, (G) auto-correlograms, and (H) poststimulus time histograms of two
single units simultaneously recorded in SG and IG [(F), blue contacts]. (I) Raw CCG between spike trains of
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predictor–subtracted CCG. The CCG exhibited a significant peak on the right side (lag time, 4ms). Horizontal
gray line indicates the confidence limit.
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P < 0.05), and the same tendency was observed
during the delay period (27%versus 19%;P=0.24).

We next examined the direction of functional
connectivity between units in different layers during
each task period. For G-SG pairs, the distribution
of asymmetry index (AI) (22–24) of individual
CCGs during the cue periodwas shifted to the feed-
forward direction: from G to SG (Fig. 2B, blue)
[Wilcoxon signed-rank test; cue period (Fig. 2B,
blue), P < 0.01, n = 17 pairs]. This directional
bias was not significant during the delay period
(Fig. 2B, red) (P > 0.4, n = 14 pairs). Similar
results were obtained using the center of mass
(CoM) of the CCG peak (Fig. 2C) [cue period
(Fig. 2C, blue), P < 0.04; delay period (Fig. 2C,

red), P > 0.5]. During the fix period, only four
pairs exhibited a significant CCG peak, and thus
the directional bias was not statistically evaluated.
These results were further substantiated by the
population-averaged CCGs (Fig. 2A and fig. S4A):
The CCG showed a prominent peak [P < 0.001,
(24)] on the right side during the cue period (G to
SG) (Fig. 2A, blue). In G-IG pairs, no bias was
observed in their signal flow directions during
any of the task periods (fig. S3).

We repeated the same analyses for SG-IG
pairs (Fig. 2, E to G). The distribution of AIs
during the cue period was significantly shifted
toward the direction from SG to IG (Fig. 2F, blue)
(P < 0.01, n = 41 pairs). However, the distribution

during the delay period exhibited a bias in the op-
posite direction, IG toward SG (Fig. 2F, red) (P <
0.01, n = 41 pairs). No significant directional bias
was observed during the fix period (P > 0.2, n =12
pairs). Similar results were obtained using the
CoM [cue period (Fig. 2G, blue), P < 0.03; delay-
period (Fig. 2G, red),P < 0.02; fix-period,P > 0.8]
(24). Population-averaged CCGs again confirmed
these results (Fig. 2E and fig. S4B): During the cue
period, a significant peakwas observed on the right
side (P<0.001; SG to IG, Fig. 2E, blue), whereas a
significant peak appeared on the left side during the
delay period (P < 0.001; IG to SG, Fig. 2E, red).
Consistent results were obtained using only single
unit data (SOM text and fig. S5).

These results demonstrated the signal flow
from G to SG and from SG to IG during the cue
period, as in the canonical feed-forward process-
ing (Fig. 2, D and H, left) (13–15). During the
delay period, however, the direction of signal
flow reversed, suggesting recruitment of a “feed-
back” pathway (Fig. 2H, right).

We then examined the temporal dynamics of
the functional connectivity for individual SG-IG
pairs. Figure 3A shows the time course of the
correlation strength (CS) and asymmetry index
(AI) for each pair (n = 70 pairs) that exhibited a
significant peak during either the cue or delay
period (24). Although the connectivity of indi-
vidual pairs exhibited a variety of dynamics, as a
whole the direction of connectivity gradually
changed: SG to IG (Fig. 3A, blue) during the cue
period and IG to SG (Fig. 3A, orange) during the
delay period (Fig. 3B) (for the temporal dynam-
ics of firing rates, see SOM text and figs. S6 and
S7). To investigate these observations quantita-
tively, we divided SG-IG pairs according to the
sign of the AI in the cue and delay periods.
Nearly half of the pairs (47%, 33 of 70) exhibited
directional changes in the connectivity between
the cue and delay periods (“flipped pairs”) (Fig.
3C), suggesting that the signal flow direction can
be modulated in individual pairs. Of these, a sig-
nificantly greater proportion (73%, 24 of 33 pairs;
c2 test, P < 0.01) exhibited connectivity from SG
to IG during the cue period and reversed their
direction during the delay period. Furthermore,
unit pairs that did not change the sign of AI be-
tween the cue and delay periods (“non-flipped
pairs”; 53%, 37 of 70 pairs) also contributed to
the overall changes in the signal flow (Fig. 3D):
For unit pairs with connectivity direction from SG
to IG (Fig. 3D, blue), AIs in the delay period were
closer to zero than those in the cue period (Wilcoxon
signed-rank test, P < 0.05, n = 17 pairs), and for
unit pairs with connectivity direction from IG to
SG (Fig. 3D, orange), AIs in the delay period were
more negative than those in the cue period (P <
0.01, n = 20 pairs). Together, the reversal of con-
nectivity direction between the cue and delay periods
(Fig. 2) was the result of both the directional
changes of the flipped pairs and consistent small
directional shifts of the non-flipped pairs.

Lastly, we examined the spatial patterns of
functional connectivity by calculating the laminar
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positions of units by parametrically using the dis-
tances from the estimated granular layer (Fig. 4 and
fig. S8) (25, 26). Compared with the connectivity
during the fix period, two prominent connectivity
patterns appeared during the cue period, corre-

sponding to the feed-forward pathways fromG to
SG and from SG to IG (Fig. 4, A and B, middle).
During the delay period, the feed-forward connec-
tivitywas attenuated, and the feed-back connectivity
from IG to SG emerged (Fig. 4, A and B, right). In

addition, outward signal flow (from superficial to
deep parts) within IG was found during the delay
period (Fig. 4, A and B, right). Putative target units
of this outward flow were located at significantly
deeper positions than those of the putative source

Fig. 3. Connectivity dynamics
of individual SG-IG pairs. (A) Time
course of spike correlation for
individual unit pairs. AI and CS
ofCCGswerecolor-codedasshown
in the inset. Unit pairs were sorted
according to AI value during the
latter half of the delay period. (B)
Population average of all the unit
pairs. (C and D) Polar plot of CS
and AI dynamics for the (C)
flipped- and (D) non-flipped pairs.
Radius,CS.Angle fromthevertical
axis, AI. Positions of base and tip
of an arrow correspond to AI/CS
values during cue and delay pe-
riods, respectively. [(C), right] Pro-
portion of each type of flipped
pairs. S and I represent SG and
IG, respectively. [(D), right] AI
of non-flipped pairs during the
cue and delay periods. Blue,
SG→IG pairs; orange, IG→SG
pairs.
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Fig. 4. Interlaminar con-
nectivity matrices. (A) AI
matrix for each task pe-
riod. Abscissa and ordi-
nate represent recorded
positions of the putative
source and target units
relative to the earliest-
sink contact, respective-
ly. Size of a circle in each

matrix indicates the proportion of unit pairs with
significant CCG peak to the total number of unit
pairs for which CCGs were calculated at the corre-
sponding site. Saturation of color of each circle
indicates the average of AI across unit pairs. (B) CS
matrix, as in (A). All laminar positions plotted in the
AI and CS matrices were recorded in at least three
penetrations. (C) Summary diagrams showing all
the laminar signal flows identified in the present
study.
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units (fig. S9) [paired t test, P < 0.02, n = 19 pairs;
median distances from the granular layer were 0.45
mm (source units) and 1.05 mm (target units)].

The present study demonstrated that canoni-
cal feed-forward signal flow across cortical layers
during sensory coding reverse to the feed-back
direction duringmemory retrieval phase, which sug-
gests flexible recruitment of interlaminar connectivity
depending on the cognitive demands in themonkey
association cortices (Fig. 4C). We used CSD anal-
ysis to estimate cortical layers (Fig. 1, C to E, and
fig. S1), and the observed stimulus-evoked CSD
profiles were quite similar to those in the primary
sensory cortices (17, 27). For some penetrations,
we observed that the current sink positioned super-
ficially next to the earliest-sink contact exhibited
larger peak amplitudes and much longer durations
than that of the earliest current sink. This observation
might reflect the cytoarchitectural nature of A36 as
a dysgranular cortex (28) as well as the direct inputs
to the deepest part of the superficial layer, which is
consistent with anatomical observations (29).

A recent study in the rat primary auditory cor-
tex demonstrated that the direction of interlam-
inar signal flow depends on the cortical “state”:
Sensory-evoked responses were initiated in the
thalamorecipient layers and then propagated to the
superficial and deep layers, whereas in spontane-
ously active “up-states,” neuronal activity was
initiated in the deep layers and then propagated to
the superficial layers (27). These state-dependent

changes in the interlaminar signal flows in rats
are consistent with our results obtained in mon-
keys performing a memory task. Together, these
findings highlight the flexibility of cortical lam-
inar circuits. Further experiments will be needed
to determine whether such flexible interlaminar
connectivity is also implemented and used in
other cortical areas for other cognitive demands.
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A Brief Social-Belonging Intervention
Improves Academic and Health
Outcomes of Minority Students
Gregory M. Walton1* and Geoffrey L. Cohen1,2

A brief intervention aimed at buttressing college freshmen’s sense of social belonging in school was
tested in a randomized controlled trial (N = 92), and its academic and health-related consequences over
3 years are reported. The intervention aimed to lessen psychological perceptions of threat on campus
by framing social adversity as common and transient. It used subtle attitude-change strategies to lead
participants to self-generate the intervention message. The intervention was expected to be particularly
beneficial to African-American students (N = 49), a stereotyped and socially marginalized group in
academics, and less so to European-American students (N = 43). Consistent with these expectations,
over the 3-year observation period the intervention raised African Americans’ grade-point average (GPA)
relative to multiple control groups and halved the minority achievement gap. This performance boost
was mediated by the effect of the intervention on subjective construal: It prevented students from
seeing adversity on campus as an indictment of their belonging. Additionally, the intervention
improved African Americans’ self-reported health and well-being and reduced their reported number
of doctor visits 3 years postintervention. Senior-year surveys indicated no awareness among participants
of the intervention's impact. The results suggest that social belonging is a psychological lever where
targeted intervention can have broad consequences that lessen inequalities in achievement and health.

Animportant question facing society con-
cerns the origins of inequalities between
socially marginalized and nonmarginal-

ized groups. Among the most consequential of
inequalities is the poorer school and health out-
comes experienced by African Americans, Latino

Americans, and other non-Asian ethnic minor-
ities relative to European Americans. These dif-
ferences occur at all levels of socioeconomic
status (1–3).

Although many structural factors contribute
to these inequalities, the present research exam-

ines a psychological factor: concern about social
belonging. Social belonging—a sense of having
positive relationships with others—is a fundamen-
tal human need (4, 5). Social isolation, loneliness,
and low social status harm not only subjective
well-being (6) but also intellectual achievement
(7) and immune function and health (8–11). Even
a single instance of exclusion can undermine well-
being (12, 13), intelligence quotient (IQ) test per-
formance, and self-control (14).

Members of socially stigmatized groups, such
as African Americans, may be relatively more
uncertain about their social belonging in main-
stream institutions like school and work (7). Be-
cause their ethnic group is often negatively
stereotyped and marginalized, they may be un-
sure of whether they will be fully included in
positive social relationships in these settings (2).
As the sociologist Erving Goffman wrote, “The
central feature of the stigmatized individual’s sit-
uation in life…is a question of…‘acceptance’”
(15). Uncertainty about belonging, especiallywhen
chronic, can undermine minorities’ performance
(7, 16) and health (3, 17, 18). Social belonging
may thus constitute a psychological lever where
targeted intervention could yield broad benefits.
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Supporting Online Material 
 
Subjects 
 
All animal procedures complied with the National Institutes of Health Guide for the 
Care and Use of Laboratory Animals and were approved by the Institutional Review 
Committee of the University of Tokyo School of Medicine. The subjects were two adult 
macaque monkeys (Macaca mulatta and Macaca fuscata, weighing 10-12 kg). A head 
holder and a recording chamber for electrophysiological recordings were implanted to 
the skull under standard aseptic, anesthetic and postoperative treatment protocols 
(anesthetic: sodium pentobarbital, 3 mg/kg/h, i.v., and xylazine, 2 mg/kg, i.m., 
supplemented as needed; analgesic: acetaminophen, 20 mg/kg/day, p.o.; prophylactic 
antibiotic: ampicilin, 100 mg/kg/day, i.m.) (1-2). Blood pressure, heart rate and oxygen 
saturation were monitored continuously during the surgery. 

Using a 4.7-T magnetic resonance imaging (MRI) scanner and 100 mT/m actively 
shielded gradient coils (1), we obtained high-resolution structural images of the brain 
for each monkey (in-plane resolutions, 200×200 μm2 and 300×300 μm2 for monkeys P 
and E, respectively; slice thickness, 1mm). 
 
Behavioral task 
 
The procedure of the pair-association (PA) task was as described in detail previously  
(3-5). Briefly, monkeys were trained to perform a pair-association memory task using a 
set of 6 pairs of visual stimuli (12 monochrome Fourier descriptors) extending 
approximately 5˚ x 5˚ (Fig. 1A). Monkeys were trained for several months to learn all 
the pairings of stimuli. In each trial, following the presentation of a fixation point (0.2˚ 
in size) on the center of a computer screen for 500 ms, a cue stimulus (one of the 12 
visual stimuli) was presented for 500 ms. After a delay period of 2000 ms, two stimuli 
were presented, one of which was the paired-associate of the cue stimulus, and the other 
was a distractor. The monkey obtained fruit juice as a reward for correctly touching the 
paired associate within 1500 ms. Throughout the recording sessions after training, the 
monkeys’ performance was > 90% correct. Eye movements were monitored with a 
PC-based CCD camera system (3-6), and if the eye position deviated more than 
1.2˚-1.5˚ (monkey P) or 3˚-3.5˚ (monkey E) from the fixation point, the trial was 
automatically terminated. 
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Electrophysiological recordings 
 
Extracellular recordings were conducted using linear-array multicontact electrodes (7-9) 
containing 16/24 recording contacts (impedance, 0.3 - 0.5 MΩ at 1 kHz) with an 
intercontact spacing of 150/100 μm to obtain unit activities (single- and multi-units) and 
local field potentials (LFPs). Neuronal activity was measured against a local reference 
that was close to the electrode contacts (a stainless guide tube or the hypodermic 
metallic shaft surrounding the multicontact electrode) to minimize far-field 
contributions to LFPs (9). 

A linear-array multicontact electrode was inserted through a guide tube, lowered 
through the dura mater into the brain using a hydraulic microdrive manipulator, and 
positioned at area 36 (A36) (AP, 17 – 22 mm; ML, 13.5 – 15 mm) (Fig. 1B) (3-6). After 
coarsely positioning the electrode at the target area, we calculated current 
source-density (CSD) profiles (7-13) from the stimulus-evoked LFPs of the initial 
50-100 trials of the task (for calculation of CSD profiles, see ‘Estimation of cortical 
layers using CSDs’ in Data Analysis section of the SOM), and obtained a finer 
estimation for the depth of the electrode. Then, the electrode position was adjusted so 
that neuronal signals were recorded from all cortical layers. Further adjustment of the 
electrode position was performed before obtaining the data so that at least one 
single-unit was isolated with as high a signal-to-noise (S/N) ratio as possible. Note that 
all the data in the present study including the CSD profiles were obtained after the final 
adjustment of the electrode position. The isolated single-unit activity was monitored 
online using the standard window discrimination technique throughout the recording 
(2-6, 14-15). 

Neuronal signals recorded at each contact of the electrode were first fed into 
unity-gain operational amplifiers, and then fed into a second-stage amplifier. Each 
signal was then separated into two channels with different band-pass analog filters, with 
one channel designed to record higher-frequency spiking activities (250 Hz - 8 kHz), 
(‘spike-channel’), and the other designed to record lower frequency field potentials (0.7 
- 170 Hz), (‘field-channel’) (16). For both the spike- and field-channels, a 1-pole 
Butterworth high-pass filter and a 4-pole Butterworth low-pass filter were used. These 
signals were digitized through a digital acquisition card, and were stored in a PC with a 
sampling rate of 31-40 kHz for later off-line analysis. At the end of each recording 
session, the anteroposterior and lateromedial coordinates of the electrode track were 
measured by x-ray imaging (2-6). In six penetrations (three penetrations in monkey E 
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and three penetrations in monkey P), multiple electrolytic lesions were made (1-2) by 
passing a direct current (10-20 μA for 10-30 s) at pre-selected contacts in each 
penetration. The lesion marks were identified by histological examinations following all 
the recordings for each monkey (Table S1). 
 
Histological analyses 
 
Histological analysis in the present study followed our standard protocols (1-2, 5). In 
brief, at the end of all the electrophysiological recordings, monkeys were deeply 
anesthetized with sodium pentobarbital (50-60 mg/kg, intravenous injection) and 
perfused with 4% paraformaldehyde in phosphate buffer (pH 7.4). The brains were cut 
into 40-μm-thick coronal sections, parallel to the plane of electrode penetrations. Serial 
sections were stained with cresyl violet for Nissl staining. For some sections, we 
additionally conducted Gallyas staining (17). The cytoarchitectonic border between A36 
and area TE or area 35 was determined according to the criteria described in previous 
studies (18-19). Histological sections were photographed using standard bright-field 
optics in BZ-9000 microscope. 

For penetrations with electrolytic lesion marks, we estimated the center of the lesion 
mark by fitting an eclipse on it, and utilized the multiple lesion marks on the 
histological section as references to estimate the laminar position of the electrode 
contact at which the earliest current sink was observed (see ‘Estimation of cortical 
layers using CSDs’ in the ‘Data analysis’ section) (13, 20-22). On the histological 
sections, we measured the distance between the estimated position of the earliest-sink 
contact and the center of the granular layer (DESC-GLC, Table S1). The thickness of the 
granular layer (WGL, Table S1) was measured in histological sections containing lesion 
marks, and then the proportion of |DESC-GLC| to WGL was calculated. In estimating 
DESC-GLC and WGL, tissue shrinkage was corrected (1-2, 5) using the distance between 
within-penetration lesion marks. 
 
Estimation of penetration angle to the cortex 
 
In electrophysiological recordings, we targeted the portions of A36 where the electrode 
can be inserted vertically into the cortex with the aid of MR images (1, 8-9, 13). For 
penetrations with lesion marks, the penetration angle to the cortex was more precisely 
estimated on histological sections by directly measuring the angle between the vertical 
axis of the cortex and the electrode path which was reconstructed from 
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within-penetration lesion marks (Table S1). The angles of the remaining penetrations 
without lesion marks were estimated by overlying the electrode paths into the 
corresponding histological sections on the basis of the x-ray images of the electrode 
tracks (2, 4-5). Penetrations where the estimated angle between the electrode path and 
the direction perpendicular to the cortex exceeded 20˚ were not included in the present 
study (23-25). 
 
Database for the cross-correlation analysis 
 
We recorded both single-units (SUs) and multi-units (MUs), and constructed the 
database of unit-pairs for the cross-correlation analysis as follows. 

To obtain SUs in the off-line analysis, the continuous neuronal signals recorded at 
‘spike-channels’ were high-pass (cut-off frequency: 250-420 Hz) filtered digitally and 
were thresholded for spike detection. Cluster analysis was then conducted using 
principal components of waveform features (26-29), and a cluster with the largest spike 
amplitude was isolated using Offline Sorter software (28-29). Only a unit with a 
refractory period (> 2 ms) in the auto-correlogram was accepted as an SU (14, 26). In 
addition, a cross-correlogram (CCG) of SU pairs recorded from two contacts with 
distances of < 0.3 mm (‘near contacts’) was examined for an artifactual peak at the 
center bin and symmetrical gaps in the surrounding bins (26-27). The peak and gaps 
(common refractoriness), if present, indicated that the SU pair originated from an 
identical neuron and therefore, one of the SU with a lower S/N ratio was not included. 

To obtain MUs, the continuous neuronal signals recorded at ‘spike channels’ were 
band-pass filtered (420 Hz to 8 kHz) digitally, and MU spikes were detected by 
thresholding the continuous signals (30-33) at 4 SDs above the baseline level (33). MU 
activities recorded at ‘near contacts’ likely contained spikes that originated from an 
identical neuron (31, 34), and thus a unit-pair recorded at ‘near contacts’ was excluded 
from the present analysis. Similarly, when each of two MUs recorded at ‘near contacts’ 
exhibited a significant CCG peak with a unit (SU or MU) in another contact, a unit-pair 
with higher CCG peak was included in the database. Note that, when each of two SUs 
recorded at ‘near contacts’ showed a significant CCG peak with a unit (SU or MU) 
recorded at another contact, we included both of the unit-pairs in the database. 

A given recorded unit was defined as cue-responsive if the firing rate during the 
cue-period (80-580 ms from cue onset) was significantly larger than that during the 
fix-period at least for one of the cue stimuli (paired t test, P < 0.05) (14-15), and was 
defined as delay-responsive if the firing rate during the delay-period (500-2000 ms from 
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cue offset) was significantly larger than that during the fix-period at least for one of the 
cue stimuli (paired t test, P < 0.05). The unit exhibiting a significant response either in 
the cue- or delay-period was referred to as a responsive unit. Unit-pairs were included in 
the database for the cross-correlation analysis if both of the constituent units exhibited 
significant responses to at least one common stimulus during a common task-period 
(cue- and/or delay-periods) and if the available spikes for each constituent unit exceeded 
500 (14-15). 
 
Data Analysis 
 
Data were analyzed offline using Matlab. Only the data obtained for correct trials were 
included in further analyses. All of the statistical tests in the present study were 
two-sided unless otherwise stated. 
 
Estimation of cortical layers using CSD 
CSD, either at each trial or averaged across trials, was calculated from the depth profiles 
of the stimulus-evoked LFPs using a three-point-formula that approximates the second 
spatial derivative of the voltage recorded at each recording contact (11-12). CSD 
analysis provides a physiological index of the location, direction and density of 
transmembrane current flow of the corresponding depths of the cortex (10-12). CSD at 
the n-th contact, Dn, was calculated as follows: 
 
  Dn = – [φ (n+1) + φ (n-1) – 2 φ (n)] / Δ2, 
 
where φ (n) is the LFP signal at the n-th contact of the electrode, and Δ is the 
spacing between the neighboring electrode contacts (150 or 100 μm for the electrode 
with 16 or 24 contacts, respectively). Negative or positive Dn indicates the current sink 
or current source at the n-th contact, respectively. In fig. S1, we presented CSDs 
calculated by the second-nearest technique (11) for display purpose. 

To physiologically estimate the position of the granular layer, we determined the 
earliest current sink as follows. First, in each trial, an instantaneous amplitude of CSD at 
each contact was calculated using a 10 ms time window that was slid in 1 ms steps. 
Then, we determined the response latency of a CSD for each contact as the first time 
point after cue onset when the instantaneous amplitude of the CSD was significantly 
larger than the corresponding value measured at the cue onset (paired t test, P < 0.001) 
for at least three consecutive bins. We thus determined the earliest significant current 
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sink, and utilized the earliest-sink contact as a physiological marker of the granular 
layer (for histological verification, see Table S1). The contacts superficial to the 
earliest-sink contact were estimated to be located in the supragranular layer (SG), and 
the contacts in deeper positions than the earliest-sink contact were estimated to be 
located in the infragranular layer (IG). Note that we did not include unit data recorded at 
the neighboring (< 0.3 mm) contacts on both sides of the earliest-sink contact in further 
analyses (35-36) except for the case where we calculated the functional connectivity 
between units without categorizing the recorded units into G, SG and IG units (Fig.4). 
Although we did not estimate the border between the cortex and the white matter, a 
recorded unit was regarded as being located in the cortex if the unit exhibited a 
significant response during either the cue- or delay-period. In fig. S1, we presented CSD 
profiles of all the penetrations for which we carried out the cross-correlation analysis. 
 
Cross-correlation analysis 
We conducted cross-correlation analysis between spike trains (14-15, 37-39) for a given 
unit-pair using stimuli to which both the constituent units elicited significant responses 
during either the cue- or delay-period. We constructed raw cross-correlograms (CCGs) 
for lag times within 100 ms (1 ms resolution) using spikes recorded during a 500 ms 
period immediately before cue onset (fix-period), during a 500 ms period beginning 80 
ms after cue onset (cue-period) and during a 1500 ms period beginning 500 ms after cue 
offset (delay-period). 

In evaluating the strength of spike correlation, trial-to-trial variability in the firing 
rate and/or response latency is a potential source of estimation bias (40-41). To correct 
for these effects, we calculated an instantaneous firing rate (IFR) predictor of spike 
correlation (41) as follows. First, we convolved raw spike trains with a gaussian kernel 
(σ = 10 ms) in each trial, and calculated a CCG between these convolved spike trains to 
obtain the IFR predictor, which estimated the strength of spike correlation due to 
co-modulation of firing rates within a given trial. This IFR predictor was then subtracted 
from the raw CCG for each trial, and this calculation was repeated for all trials to 
compile the IFR-predictor-subtracted CCG, in which the above effects of response 
variabilities were corrected. The peak of the IFR-predictor-subtracted CCG was 
detected within ±10 ms lags (14-15, 35, 42), and the peak height was evaluated by 
calculating z-score using the number of spikes for each unit, bin width, and the total 
recording time (39, 42-45). The CCG peak was determined to be statistically significant 
if the z-score of the peak exceeded a value corresponding to P = 0.05 (one-tailed, Z > 
2.82, corrected for multiple comparisons within ±10 ms lags) (14-15). 
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To measure the net signal flow across cortical layers in each task period, we 
constructed population-averaged CCGs by averaging the z-scored CCGs of individual 
pairs with a significant peak (Fig. 2, A and E, fig. S3) (46-47). For the 
population-averaged CCG during the fix-period, individual CCGs were included if the 
CCG peak of a given unit pair was significant during either the cue- or delay-period. To 
evaluate the statistical significance of the population-averaged CCG, we tested whether 
the areas of individual CCGs (48-50) within ±10 ms lags (50) were larger than 0 (paired 
t test). We also compiled the population-averaged CCGs using correlation coefficient of 
individual CCGs (39, 51-54) instead of z-score (fig. S4). In this calculation, we have 
added a criterion for the least number of trials as in previous studies using correlation 
coefficient (51, 53) to correct for large variance due to the shortage of the number of 
trials. We have calculated correlation coefficient for unit pairs if the spikes were 
collected for at least 100 trials (51, 53). 
 
Calculation of Correlation Strength, Asymmetry Index and Center of Mass 
To quantify the strength of functional connectivity between recorded units, correlation 
strength (CS) (27, 47, 55-56) was defined for each z-scored CCG as follows. 
 CS = R + L, 
where R and L indicate the summed z-scores for the bins on the right and left sides of 
the CCG within 10 ms lags, respectively. The z-score of the center bin (0 ms lag) were 
equally divided into R and L, and the bins with a negative z-score were not included in 
the calculation. 

To infer the direction of functional connectivity between recorded units, we 
calculated asymmetry index (AI), which quantified the asymmetry of the CCG peak 
area against the zero time lag (15, 57-58). AI value for each CCG was calculated as 
follows. 
 AI = (R - L)/(R + L) 
   We also calculated the center of mass (CoM) of the CCGs (59-61) to evaluate the 
directional bias of neuronal interactions. CoMs were calculated according to (59), since 
we subtracted the stimulus-locked component (IFR-predictor) from a raw CCG as in 
(59). 
 
Temporal dynamics of neuronal correlation between SG-unit and IG-unit 
We examined the temporal dynamics of functional connectivity between individual 
SG-IG unit-pairs with a significant CCG peak either in the cue- or delay-period using a 
sliding time window (‘time-resolved CCG’) (Fig. 3) (14, 45, 62). The time-resolved 
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CCG at 0 ms was calculated using spikes during the 500 ms window, which started from 
250 ms before cue onset. This 500 ms window was then successively shifted in steps of 
50 ms (Fig. 3, A and B). The time-resolved CCGs that did not meet the criteria for the 
number of spikes (> 100 spikes for each unit in each time window) were not included in 
calculating the population average dynamics in Fig. 3B. 
 
Analysis of single-unit responses in SG and IG 
To quantify the dynamics of neuronal activities in SG and IG, we calculated the firing 
rates of cue-responsive single-units and delay-responsive single-units (fig. S6). In 
estimating the firing rate, the delay-period was subdivided into three consecutive epochs 
of 500 ms duration (delay 1, delay 2 and delay 3). The firing rate in each epoch was 
normalized to the corresponding value during the fix-period (63-64) as follows: 

Normalized firing rates (task epoch) = Response (task epoch) / Response (fix), 
where ‘Response’ represents the average firing rate in each epoch. 
 
AI- and CS-matrices  
Laminar connectivity matrices (35, 65-66) were calculated in terms of the strength (CS) 
and direction (AI) of the functional connectivity between recorded units (CS- and AI- 
matrices; Fig. 4, A and B). For each unit-pair, the constituent units were categorized into 
the putative source- and target-units according to the sign of AI. Then, the AI and CS 
values for each unit-pair were allocated to the corresponding voxels (voxel size; 0.15 
mm) of the matrices to obtain the average value across unit-pairs for each voxel. 
Unit-pairs recorded by the electrode with 24 contacts (intercontact spacing, 100 μm) 
were interpolated into the corresponding voxels. 
 
Supplementary results 
 
Cross-correlation results and pair-types 
In Fig. 2, data from SU-SU, SU-MU and MU-MU pairs were merged to examine the 
direction of the net signal flow across cortical layers. We here present the results of 
cross-correlation analysis for MU-MU pairs and SU-SU/SU-MU pairs (SU-SU and 
SU-MU pairs were merged due to a small number of SU-SU pairs). 

For SG-IG pairs, AIs were compared between SU-SU/SU-MU pairs and MU-MU 
pairs, and no significant differences were observed [Wilcoxon signed-rank test; 
cue-period, P > 0.2, median = 0.18 (n = 24) and 0.22 (n = 17) for SU-SU/SU-MU pairs 
and MU-MU pairs, respectively; delay-period, P > 0.9, median = -0.14 (n = 18) and 
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-0.13 (n = 23)]. Similarly, CoMs were compared between SU-SU/SU-MU pairs and 
MU-MU pairs, and no significant differences were observed [Wilcoxon signed-rank test; 
cue-period, P > 0.4, median = 1.6 ms (n = 24) and 1.6 ms (n = 17) for SU-SU/SU-MU 
pairs and MU-MU pairs, respectively; delay-period, P > 0.3, median = -0.3 ms (n = 18) 
and -1.8 ms (n = 23)]. To test whether the reversal of signal flow between SG and IG 
could occur with only SU-SU pairs, we added a substantial number of SU-SU pairs (see 
the legend of fig. S5 for the procedures), and found that these SU-SU pairs by 
themselves revealed significant directional biases in the spike correlation depending on 
the task periods: SG to IG during the cue-period, IG to SG during the delay-period (fig. 
S5). 

For G-SG pairs, AIs showed no significant differences between SU-SU/SU-MU pairs 
and MU-MU pairs in either the cue- or delay-period [Wilcoxon signed-rank test; 
cue-period, P > 0.4, median = 0.17 (n = 10) and 0.22 (n = 7) for SU-SU/SU-MU and 
MU-MU pairs, respectively; delay-period, P > 0.6, median = 0.02 (n = 5) and 0.10 (n = 
9)]. Similarly, CoMs of G-SG pairs showed no significant differences between 
SU-SU/SU-MU pairs and MU-MU pairs in either the cue- or delay-periods [cue-period, 
P > 0.1, median = 3.4 ms (n = 10) and 1.2 ms (n = 7) for SU-SU/SU-MU and MU-MU 
pairs, respectively; delay-period, P > 0.3, median = 1.3 ms (n = 5) and 0.1 ms (n = 9)]. 
AIs of G-IG pairs showed no significant differences between SU-SU/SU-MU pairs and 
MU-MU pairs in either the cue- or delay-periods [cue-period, P > 0.9, median = 0.15 (n 
= 8) and -0.01 (n = 6); delay-period, P > 0.6, median = -0.01 (n = 8) and -0.07 (n = 7)]. 
Similarly, CoMs of G-IG pairs showed no significant differences between 
SU-SU/SU-MU pairs and MU-MU pairs in either the cue- or delay-periods [cue-period, 
P > 0.8, median = 1.3 ms (n = 8) and 2.1 ms (n = 6); delay-period, P > 0.5, median = 0.4 
ms (n = 8) and -1.0 ms (n = 7)]. 

Next, we calculated the proportions of SG-IG pairs that changed the signs of AI 
between the cue- and delay-periods (‘flipped pairs’ in Fig. 3, C and D) separately for 
SU-SU/SU-MU and MU-MU pairs. No significant differences were observed in the 
proportions of flipped pairs between SU-SU/SU-MU and MU-MU pairs [χ2 test, P > 0.9, 
43% (17/40 pairs) and 53% (16/30 pairs) for SU-SU/SU-MU and MU-MU pairs, 
respectively]. We also compared the proportions of flipped pairs that showed positive 
AIs (SG to IG) in the cue-period and negative AIs (IG to SG) in the delay-period 
between SU-SU/SU-MU and MU-MU pairs. No significant difference was observed in 
the proportions of pairs with positive AIs between these two groups of unit-pairs [χ2 test, 
P > 0.9, 71% (12/17 pairs) and 75% (12/16 pairs) for SU-SU/SU-MU pairs and MU-MU 
pairs, respectively]. 
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Cross-correlation results for each monkey 
Correlation analyses shown in Fig. 2 were repeated by separating our database into those 
from individual monkeys. 

AIs of SG-IG pairs with a significant CCG peak showed no significant difference 
between monkeys in either the cue- or delay-period [Wilcoxon signed-rank test; 
cue-period, P > 0.1, median = 0.39 (n = 15) and 0.18 (n = 26) for monkeys E and P, 
respectively; delay-period, P > 0.2, median = -0.10 (n = 16) and -0.16 (n = 25)]. CoMs 
of SG-IG pairs with a significant CCG peak showed no significant difference between 
monkeys in either the cue- or delay-periods (cue-period, P > 0.1, median = 2.5 ms and 
1.3 ms for monkeys E and P, respectively; delay-period, P > 0.8, median = -1.5 ms and 
-1.6 ms).  

During the cue-period, AIs of SG-IG pairs revealed the same tendency of directional 
bias (SG to IG) for each monkey (monkey E, P < 0.01; monkey P, P = 0.08). CoMs also 
revealed the same tendency (monkey E, P < 0.02; monkey P, P = 0.37). During the 
delay-period, AIs of SG-IG pairs revealed the same tendency of directional bias (IG to 
SG) for each monkey (monkey E, P < 0.05; monkey P, P = 0.08). CoMs also revealed 
the same tendency (monkey E, P = 0.10; monkey P, P = 0.08). 

AIs of G-SG pairs were not significantly different between monkeys in any of the 
task periods [cue-period, P > 0.2, median = 0.09 (n = 6) and 0.21 (n = 11); delay-period, 
P > 0.2, 0.27 (n = 4) and 0.06 (n = 10)]. CoMs of G-SG pairs were not significantly 
different between monkeys in any of the task periods (cue-period, P > 0.3, median = 0.3 
ms and 3.4 ms; delay-period, P > 0.3, -0.4 ms and 1.0 ms). AIs of G-SG pairs in the 
cue-period revealed the same tendency of directional bias (G to SG) for each monkey 
(monkey E, P = 0.39; monkey P, P < 0.05). CoMs revealed the same tendency (monkey 
E, P = 0.34; monkey P, P < 0.05). 

AIs of G-IG pairs were not significantly different between monkeys [cue-period, P > 
0.5, median = 0.16 (n = 7) and 0.14 (n = 7); delay-period, P > 0.2, -0.16 (n = 6) and 0.02 
(n = 9)]. CoMs of G-IG pairs were not significantly different between monkeys 
(cue-period, P > 0.4, median = 3.4 ms and 0.8 ms; delay-period, P > 0.5, 0.4 ms and -1 
ms). 

Next, we calculated the proportions of SG-IG pairs that changed their signs of AI 
between the cue- and delay-periods (‘flipped pairs’ in Fig. 3C) separately for individual 
monkeys. The proportions of flipped pairs were not significantly different between 
monkeys [χ2 test, P > 0.6, 44% (12/27 pairs) and 49% (21/43 pairs) for monkeys E and P, 
respectively]. We also compared the proportions of flipped pairs that showed positive 
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AIs (SG to IG) in the cue-period and negative AIs (IG to SG) in the delay-period 
between the monkeys, and did not find a significant difference [χ2 test, P > 0.7, 75% 
(9/12 pairs) and 71% (15/21 pairs)]. 
 
Estimation of negative neuronal correlation 
For G-SG pairs in Fig. 2, only two pairs and one pair of units revealed significant 
negative cross-correlations (the criterion for detecting a significant negative neuronal 
correlation was the same as that for the positive neuronal correlation, but the opposite in 
sign) during the cue- and delay-periods, respectively. Similarly, for SG-IG pairs, only 
one pair and three pairs of units revealed significant negative cross-correlations during 
the cue-and delay-periods, respectively. 
 
Single-unit responses in SG and IG 
We examined whether the firing rates of the SG-unit reflected the signal flow from IG 
during the delay-period. The firing rates of IG single-units (n = 27) selectively responded 
throughout the delay-period (fig. S6C) (paired t test with Bonferroni’s correction, P < 
0.01). By contrast, the responses of SG single-units (n = 13) developed during the latter 
part of the delay-period (fig. S6D) (two-way ANOVA followed by Tukey’s test; time × 
stimulus interaction, P < 0.05), consistent with the gradual appearance of signal flow 
from IG to SG (Fig. 3, A and B) (for the relation between the connectivity direction of 
unit-pairs and the firing rates of the constituent units, see fig. S7). 
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Fig. S1. CSD profiles of all penetrations. (A) Population-averaged CSDs (n = 20). All 
penetrations were aligned along the cortical depth at the earliest-sink contact. Individual 
CSDs were normalized by the maximum value of CSDs within each penetration. (B) 
CSD profiles of individual penetration. CSD amplitude at cue onset (baseline level) was 
subtracted from the time course of CSD amplitude in each contact. 
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Fig. S2. Proportion of unit-pairs with significant CCG peak in the G-SG, SG-IG and 
G-IG pairs. The number on each circle indicates the number of unit-pairs that showed 
significant CCG peak. Proportion of unit-pairs with significant CCG peak (Z > 2.82, P < 
0.05; one-tailed, corrected for multiple comparisons within ±10 ms lags) was compared 
among G-SG, SG-IG and G-IG both in the cue- (blue) and delay- (orange) periods using 
χ2 test followed by post hoc pair-wise comparisons with corrections for multiple 
comparisons by the Bonferroni’s method. Colors of daggers indicate task-periods. 
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Fig. S3. Population results of the functional connectivity for G-IG pairs. Calculation 
procedure and display format is the same as in Fig. 2. (A) Population-averaged CCGs 
showed no significant peak in either of the task period. (B and C) Distributions of AIs 
(B) and CoMs (C) showed no bias in either of the task period. 
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Fig. S4. Population-averaged CCGs using correlation coefficient for G-SG (A), SG-IG 
(B) and G-IG (C) pairs in each task period. 
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Fig. S5. Functional connectivity between SG and IG using only single-units. In addition 
to the original SG-IG database (Fig. 2, E to G), we constructed a new SG-IG database 
consisting exclusively of single-unit pairs, and calculated asymmetry index (A) and 
center of mass (B) of unit-pairs with significant CCG peak during the cue- and 
delay-periods (cue-period, 31 pairs; delay-period, 24 pairs). To construct the new single 
unit database, we re-sorted single-units by applying a new criterion (maximum 
proportion of spikes with the ISI < 2 ms increased from 0.7% to 1.0%), and applied a 
lower threshold for detecting the CCG peak, that is, P < 0.05 without correction for 
multiple comparisons among different bins. CCGs were calculated only when the 
available spikes exceeded 700 for each unit to obtain a reliability of the resultant CCGs. 
Asterisk, significant bias to either side of the histogram. Filled histogram, the task 
period for which significant bias in the directionality was observed. The same biases of 
functional connectivity as those in the original SG-IG database were observed in each 
task period [AI: cue-period, median = 0.16, P < 0.05, Wilcoxon signed-rank test; 
delay-period, median = -0.22, P < 0.05; CoM: cue-period, median = 0.8 ms, P = 0.15; 
delay-period, median = -1.8 ms, P < 0.05]. During the fix-period, no directional bias 
was observed (AI: median = -0.03, P > 0.3, n= 13; CoM: median = -0.8 ms, P > 0.5). 
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Fig. S6. Neuronal responses in IG and SG. (A and B) Firing rates of the cue-responsive 
single-units in IG (A) and SG (B) during the cue-period. (C and D) Firing rates of the 
delay-responsive single-units in IG (C) and SG (D) during the delay-period. For each 
unit, firing rates were calculated using the best (black) and worst (gray) stimuli (the 
stimuli that elicited the largest and smallest responses during the cue/delay-period, 
respectively), and were normalized by the firing rate in the fix-period. In (B), a neuron 
was excluded from the dataset as an outlier (Smirnov-Grubbs test, P < 0.01, n = 13). 
Firing rate of a delay-responsive single-unit (C and D) was calculated for three 
consecutive 500 ms time windows (delay 1, delay 2 and delay 3) during the 
delay-period (from 500 ms to 2000 ms following cue offset). For delay-responsive IG 
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units (C, n = 27), significant responses were observed throughout the delay-period 
(delay 1-3) (paired t test, corrected for multiple comparisons across different time 
windows, P < 0.001). For delay-responsive SG units (D, n = 13), the two-way ANOVA 
on stimulus condition (best stimulus vs. worst stimulus) and time (delay 1-3) revealed a 
significant interaction between stimulus and time window [F(2,60) = 3.27, P < 0.05]. 
Post-hoc pair-wise comparisons revealed that SG-units showed significantly larger 
responses in delay 3 than in delay 1 and 2 (Tukey’s test). Error bars represent SEM. 
Daggers indicate statistical significance assessed by post-hoc Tukey’s test. Asterisks 
indicate statistical significance assessed by paired t test, corrected for multiple 
comparisons across different time windows. 
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Fig. S7. Relation between the direction of functional connectivity of SG-IG pairs and 
the firing rates of constituent units. AIs (left column) and CoMs (right column) were 
plotted against the difference of the firing rates (FR) between IG and SG units in each 
task period. 
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Fig. S8. Interlaminar connectivity matrices [AI- (A) and CS-matrices (B)] during each 
task period. Calculation procedure and display format are the same as in Fig. 4 except 
that the size of a circle in each matrix indicates the number of unit-pairs with significant 
CCG peak. Blank voxels (three voxels in upper-left and three voxels in lower-right) in 
each matrix correspond to laminar positions that were not recorded in the present study. 
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Fig. S9. Functional connectivity within IG during the cue- and delay-periods. Both of the 
constituent units of a pair were recorded in IG. The putative source- and target-units that 
showed significant CCG peak during the cue-period showed no difference in their 
recorded positions. In contrast, during the delay-period, putative target-units were 
located at positions significantly deeper than the putative source-units (paired t test, P < 
0.02, n = 19 pairs). Arrows represent median values. Overlapped lines were shifted for 
presentation purpose. Unit-pairs with AI values within the range of -0.2 and 0.2 were 
excluded in this analysis (56). Results did not change when we repeated the same 
analysis using all unit-pairs (cue-period, P > 0.5, n = 37 pairs; delay-period, P < 0.05, n 
= 39 pairs). 
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Table S1. Summary for the histological analysis. 
 

Track Subject 
AE-CTX 
(deg) 

DESC-GLC 
(μm) 

|DESC-GLC| 
(μm) 

WGL 
(μm) 

|DESC-GLC|/WGL 
(%) 

#1 
#2 
#3 
#4 
#5 
#6 

E 
E 
E 

P (R) 
P (L) 
P (L) 

5 
11 
15 
12 
4 
3 

+65 
+17 
+13 
-99 
-100 
+92 

65 
17 
13 
99 
100 
92 

185 
200 
220 
210 
220 
195 

35 
9 
6 
47 
45 
47 

 Mean 
Median 

S.D. 

8.3 
8.0 
5.0 

-2 
+15 
81 

64 
79 
40 

205 
205 
14 

32 
40 
19 

R, right hemisphere; L, left hemisphere; AE-CTX, electrode penetration angle to cortex; DESC-GLC, 

signed distance between the earliest-sink contact and granular layer center; +, deviation to 

supragranular; -, deviation to infragranular; |DESC-GLC|, absolute value of DESC-GLC; WGL, width of 

granular layer; |DESC-GLC|/WGL, proportion of |DESC-GLC| to WGL. 

 
 
Table S1. Summary for the histological analysis. Penetration angle to the cortex 
(AE-CTX) was estimated by measuring the angle between the vertical axis of the cortex 
(alignments of cells in radial direction) and the electrode path which was reconstructed 
from within-penetration lesion marks. Laminar position of the earliest-sink contact was 
estimated using lesion marks, and overlain on the histological section. Then, the signed 
distance between the positions of the earliest-sink contact and the granular layer center 
(DESC-GLC) was estimated. The thickness of the granular layer (WGL) was also measured 
for each penetration, and then proportion of |DESC-GLC| to WGL was calculated 
(|DESC-GLC|/WGL) (for details, see ‘Histological analyses’ section in SOM). 
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Table S2. Database of unit-pairs for cross-correlation analysis. 

 
  Fix-Period Cue-Period Delay-Period 

G-SG  
SU-SU 
SU-MU 
MU-MU 

  2 
 13 
 28 

5 
18 
29 

5 
17 
27 

Total (# of pairs)  43 52 49 

 
 

  Fix-Period Cue-Period Delay-Period 

G-IG 
SU-SU 
SU-MU 
MU-MU 

     8 
    40 
    64 

   12 
   51 
   65 

12 
55 
54 

Total (# of pairs)    112   128 121 

 
 

  Fix-Period Cue-Period Delay-Period 

SG-IG  
SU-SU 
SU-MU 
MU-MU 

15 
74 

108 

31 
102 
119 

25 
98 
88 

Total (# of pairs) 197 252 211 

 
 
Table S2. Database of unit-pairs for cross-correlation analysis. G, granular layer; SG, 
supragranular layer; IG, infragranular layer; SU, single-unit; MU, multi-unit. Numbers of 
G-SG, G-IG and SG-IG pairs analyzed in each task period were presented. A CCG was 
calculated for each unit-pair for each task-period, and was included into the database if 
the available spikes for each constituent unit during a given period exceeded 500. 
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