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To investigatemechanism®f stratgic control over responsenitiation in word reading,we
introducethe temponamingtask. Relatve to baselineperformancen the standardnaming
task,subjectavereinducedto respondwith fastedatenciesshorterdurationsandlower levels
of accurag by instructingthemto time responsenitiation with anexperimentallycontrolled
tempo. The effects of printed frequeng and spelling-soundconsisteng on latencieswere
attenuatedn the temponamingtask,comparedo standarchaming. The numberof spelling-
sounderrorsremainedconstantwith fastertempos while the numberof word, nonword, and
articulatoryerrorsincreased.We interprettheseresultsasinconsistenwith a time criterion
mechanisnof controlover responsg¢iming in thetemponamingtask.Insteadwe invoke input
gainasamechanisnof controlover processingpeedhroughoutheword readingsystem We
sketchhow input gain could accountfor the temponamingresults,aswell assomestimulus
blockingresultsghathave beenusedn thedebateébetweertherouteemphasisndtime criterion
hypothesesf stratgic controlin word reading.

It takes roughly 400-600ms for a skilled reader
to begin the pronunciationof a single, clearly printed
word. This ball park rangecomesfrom a long history
of speededvord namingstudiesin which subjectshad
beenasledto pronouncea printedword “as quickly and
accuratelyas possible”(or someinstructionsto that ef-
fect). The speededvord namingtask hasbeenusedto
examinea wide variety of theoreticalissues,ncluding:
processeghatmaporthographyto phonology(Glushlo,
1979;Seidenbeay, Waters,Barnes & Tanenhausl1984),
organizationof the lexicon (Forster& Chambers1973;
Frederikser& Kroll, 1976),semanticphonologicaland
orthographicpriming (Forster& Davis, 1991; Tabossi
& Laghi, 1992; Taraban& McClelland,1987),sentence
and discourseprocessegHess, Foss, & Carroll, 1995;
Trueswell, Tanenhaus& Kello, 1993), readingimpair-
ments(Patterson& Behrmann1997; Stanwich, Siegel,
& Gottardo,1997), and readingacquisition(Lemoine,
Levy, & Hutchinson,1993; Manis, 1985). In eachof
theseareasof research,a primary sourceof datahas
comefrom latenciesn namingtasks. Thereforeunder
standingthe processesesponsibldor the initiation of a
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namingresponsas of generalimportancefor interpret-
ing namingdataacrosgesearctdomains.

The standardnodeof thinking aboutthe initiation of
a namingresponses as follows. A representatiorof
pronunciationis built up over time, basedon theresults
of processingt one or moreotherlevels of representa-
tion (e.g.,lexical, semanticorthographicandsyntactic
knowledge; Coltheart, Curtis, Atkins, & Haller, 1993;
Kawamoto,1988;Plaut,McClelland,Seidenbeg, & Pat-
terson,1996). When the pronunciationis resohed ac-
cordingto somecriterion of completenesgheresponse
is initiated. Often, the exact natureof the criterion is
left unexplained,but a commonassumptioris thata re-
sponseis initiated assoonasan entire pronunciationis
completeby somecriterion (but seeKawamoto,Kello,
Jones & Bame,1998). For example,activation or sat-
urationthresholdshave beenused(e.g., Coltheartet al.,
1993;Plautetal., 1996).

Onereasonwhy issuesf responsegeneratiorareof-
tenneglectedis whatBock (1996)hastermedthe “mind
in the mouth” assumption.Shearguedthat researchers
often implicitly assumehat articulationprovidesa rel-
atively direct reflectionof cognitive processinghut the
link from cognitionto behaior is mediated.For exam-
ple, with regard to an activation thresholdof pronun-
ciation readinessdifferent subjects,or even the same
subjectsacrosstrials, may set the thresholdat differ-
ent levels as a function of trading speedfor accurag
(Colombo& Tabossi,1992; Lupker, Taylor, & Pexman,
1997; Stanwich & Pachella,1976; Strayer& Kramer,
1994; Treisman& Williams, 1991). The factthatnam-
ing instructionsareusuallyambiguoussto emphasi®n
speedversusaccurag increaseghe likelihood of vari-
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ability in thresholdplacement.

Thresholdvariability is oftennot considerednissue,
in partbecaus¢hemorecentralprocessedriving activa-
tion of a pronunciatiorarethoughtto berelatively unaf-
fectedby shiftsin responseyeneratiorthresholds More
recently however, researcherbave arguedthat gaining
a betterunderstandin@f responseeneratiorin naming
is importantfor interpretingnamingdataanddeveloping
theoriesof the underlying cognitive processeg¢Balota,
Boland,& Shields,1989;Jared,1997;Kawamotoet al.,
1998; Kello & Kawamoto, 1998; Lupker, Brown, &
Colombo,1997).

Onetheoreticalissuethat hasbeeninformed by re-
searchfocusedon responseyenerations that of strate-
gic control over processingoutesin generatinga pro-
nunciationfrom print (Lupker etal., 1997;Jared,1997;
Monsell, Patterson,Graham,Hughes,& Milroy, 1992;
Rastle& Coltheart,1999). Many researcherbave pro-
posedthat subjectscan stratayically emphasizeor de-
emphasizeneof two availableprocessingoutesbased
on taskdemandgthe route emphasidiypothesisHerd-
man, 1992; Herdman, LeFerre, & Greenham,1996;
Monsell et al., 1992; Paap& Noel, 1991; Plautet al.,
1996). The route emphasishypothesisdoesnot distin-
guishwhethera given processingoute is actually em-
phasizedor de-emphasizedRather the hypothesisde-
scribesary situationin which the processingpf oneor
both routesis changedsuchthat oneis privileged over
the other For example,if the stimuli in a word naming
taskconsisteaf nothingbut irregularwords(e.g.,SURE,
PINT, ROUSE, etc.)lit would behowe subjectsto de-
emphasizehe sub-lical route becausehis route may
provide incorrectinformation on the irregular spelling-
soundcorrespondences.

Monsell et al. (1992) testedthe route emphasishy-
pothesigby dividing stimuli in a word namingtaskinto
pure and mixed blocks. The pure blocks containedei-
therall pseudavordsor all irregularwords(of mixedfre-
queng in Experimentl, andseparatedy frequeny in
Experiment2). The mixed blocks containedboth pseu-
dowordsandirregularwords.Monsellandhis colleagues
foundthatirregularwordsweregenerallynamedasterin
pureversuamixedblocks,andthey interpretedhis asev-
idencethatsubjectsde-emphasizethe sub-leical route
in pureblocksof irregularwords, presumablyto reduce
interferencefrom sub-leical processing.However, one
puzzlingaspecbf theirresultsvasthatthepureblockla-
teng advantagewasonly reliablefor blocksof high fre-
queng (HF), butnotlow frequeng (LF), irregularwords
(for similar results,seeAndrews, 1982; FrederiksenX
Kroll, 1976).

Lupker et al. (1997)and Jared(1997)revisited these
findings and arguedfor an alternative to the route em-
phasisaccount. They first notedthatif onedefines‘de-
emphasisasslowvedprocessindimes(of thesub-leical
routein this case andregardlesof changesn variance),
thenLF irregularwordsshouldhave anequalor greater
adwantagein the pureblock comparedo HF irregulars.

This is becausegprocessingimesto pseudaords must
overlapmorewith LF comparedo HF words, provided

that the meanof the sub-leical route processingimes
is greaterthanthat of the lexical route (assuggestedby

previous findings; for example,words are namedfaster
than nonwords; Forster& Chambers1973). By con-

trast, studieshave found a greaterpureblock advantage
for HF irregular words. Lupker et al. (1997) reranthe

Monsell et al. (1992) blocking experiment(with minor

variations),andthey replicatedthe pureblock advantage
for HF irregulars. Moreover, they found a statistically
reliable pure block disadvantge for the LF irregulars.
Lupkeretal. (1997)ranasecondxperimento provide a

furthertestof therouteemphasisccountjn which all of

the stimuli containedregular spelling-sounctorrespon-
dencesln this casethe sub-lical routeshouldremain
active in both the pure and mixed blocks,andtherefore
no blocking effect should be found. Onceagain,they

found a pure block advantagefor HF words (now regu-

lar), but unlike their first experiment,they found a pure
block advantagefor the LF wordsaswell. Jared(1997)
foundanalogousesults exceptthatshecomparedlocks
mixed with pseudaords versusblocks mixed with LF

inconsistentvords. In summary the resultsfrom Jared
(1997) and Experimentsl and 2 from Lupker et al.

(1997)werenot predictedby therouteemphasisiypoth-
esis.

To explain their results, Lupker et al. (1997) re-
categorizedthestimuli asfastor slow, basednthemean
lateng for eachstimulustype in the pure blocks. The
pseudwords and LF irregularswere slow, andthe HF
regularsandirregularswerefast(LF regularswerein the
middle). The patternof resultscould thenbe described
asfollows: whenever fastandslow stimuli weremixed,
responsedatenciesincreasedor the faststimuli, but de-
creasedor theslow stimuli, relative to whenthosestim-
uli werein pure blocks. This insight lead Lupker and
his colleaguego proposehattheblocking manipulation
promptedsubjectsto adjusta time criterion to initiate
namingresponsesThe generalideais thatsubjectscan,
to somedegree,seta time deadlinerelative to stimulus
onset(Ollman & Billington, 1972). If the pronuncia-
tion is notfully activatedby thattime (i.e., anactivation
thresholds alsoin place) thentheresponsenay beini-
tiatedbasednwhatever representatioof pronunciation
is availableat thattime (alsoseeMeyer, Osman,Irwin,
& Kounios,1988).

In orderto maintaina certainlevel of accurag while
respondingquickly, subjectsadjustthe time criterion
basedon the difficulty of the stimuli presentedduring
the experiment. A pureblock of faststimuli allows for
a quicker criterion than a pure block of slow stimuli.
Whenfastandslow stimuli aremixed,subjectsetamid-
dling time criterion: thus,fewer HF but moreLF words

! Coltheartet al. (1993) definesan irregular word as one
that has one or more irregular grapheme-to-phonemeorre-
spondence§GPC),asdeterminedby a setof correspondence
rules(seealsoVenezly, 1970).
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arehurried. This hypothesiembodiesa speed—accurgc
tradeof (Pachella& Pew, 1968; Wickelgren,1977),so
it predictsanincreasen errorsto slow stimuli in mixed
blocks?Thisis in factwhatLupker etal. (1997)found.

Motivationfor CurrentStudy

The study by Lupker et al. (1997) raisestwo issues
in the currentcontet. First, in its simplestform, atime
criterionmeanghata responsés initiated ata particular
point in time, neitherbeforenor after that point (aside
from randomfluctuations).Of course this cannotbethe
casebecausesucha criterion would predict no effects
of stimulus processingon reactiontimes. One way to
amendhetime criterionhypothesiss to combineit with
two activation criteria, a minimum and maximum: the
minimum must be reachedto initiation pronunciation,
a pronunciationis always initiated when the maximum
is reachedandthe time criterion operateshetweenthe
two. This morecomplicatedversionof thetime criterion
hypothesiswvould seem,in principle, to accountfor the
blockingresultsreferredto abose. However, it would be
necessaryo specifyhow the activationcriteriaaresetin
orderto draw ary clearpredictionsrom this hypothesis,
andto our knowledge this hasnot beenaddressed.

The secondissueraisedby the Lupker et al. (1997)
studyis that the time criterion hypothesiscould not, on
its own, accountfor all of their findings. In particu-
lar, Lupker et al. (1997) estimatedLF irregular words
and pseudwordsto be of comparablespeed(i.e., dif-
ficulty) basedon meanlatenciesto thesestimuli in the
pure block conditions. In this case,the time criterion
hypothesigredictsno blocking effect whencomparing
pure blocks of eachtype with a mixed block of LF ir-
regularsand pseudavords. However, the resultsfrom
Experimentl shaved a pureblock disadwantagefor LF
irregularsanda pureblock advantagefor pseudavords.
Lupker and his colleaguegproposedan additionallexi-
cal checkingstratayy that subjectanvoked only (but not
always)whenwordswerepresenin the stimulusblock.
ThefactthatLupker andhis colleaguesieededo invoke
an additionalmechanisnraisesthe questionof whether
amoreparsimoniouslternatve to thetime criterionhy-
pothesiouldbeproposedfor similarissuesn decision
responséasks seeRuthruf, 1996).

We believe thatthe time criterion hypothesiss wor-
thy of investigationfor two mainreasonsi) it provides
a novel explanationfor stimulusblocking effects,but a
more explicit mechanisrmeedsto be proposedand 2)
it canpotentially be usedto addresghe time courseof
phonologicalprocessingin word reading. In light of
thesereasonswe settwo goalsfor the currentstudy: 1)
to formulatea more explicit mechanisnof control over
responséiming, and2) to formulatea hypothesisf how
pressurdor speedrelatesto thetime courseof process-
ing. Thefirst goalwassetin the serviceof investigating
thetime criterionhypothesisandthesecondyoalwasset
to explore a specificpredictionmadeby currentmodels
of word reading.In the next section we stepthroughthe

logic behindthis predictionandprovide somecomputa-
tional supportfor it. We then presentthreeword nam-
ing experimentsexaminingcontrol over theinitiation of

a speededamingresponseln the GeneralDiscussion,
we proposea mechanisnof controlover processindhat
couldaccounffor the currentfindings,aswell aseffects
of stimulusblocking like thosefound by Lupker et al.

(1997).

Implicationof aTime
Criterionfor Modelsof Word
Reading

Thehypothesiof atime criterionsuggestshat,to the
extentthatan experimenteicanmanipulatethe subjects
time criterion, one could investigatethe time courseof
processingn a fairly direct manner If the shifting of
a time criterion is one type of speed/accurgctradeof
(Pachella& Pew, 1968), then settingit earlierin time
shouldcausean increasein namingerrors(asit did in
Lupker etal., 1997). If subjectscould shift the criterion
very earlyin time, a very high error rate shouldensue.
Speecherrors have sened as a primary sourceof evi-
dencefor developingandtestingmodelsof speechpro-
duction(Dell, 1986;Dell & Reich,1981;Levelt, 1989),
andonecouldusethe sameapproachowardthe studyof
wordreading.In the currentcontet, fasterrorresponses
could sene as a window into the early time courseof
processing.

Currentmodelsof word readinghave an explicit time
courseof processingfrom stimulus onsetto response
generationput predictionsconcerningthe trajectoryof
processinghave only beentestedindirectly. For ex-
ample, Kawamoto and Kitzis (1991) shaved that the
interactive-activation model of word recognition (Mc-
Clelland& Rumelhart,1981;Rumelhart& McClelland,
1982), as well as a distributed model of lexical mem-
ory (Kawamoto,1988),both make a specificprediction
concerninghetime courseof phonologicakctivationin
word reading. Whenprocessinganirregular word such
as PINT, the modelsshaved a stronginfluenceof the
regular, incorrectpronunciation/pmt/ (to rhyme with
MINT) earlyin thetime courseof processindgi.e.,aregu-
larizationerror). As activationsettledto afixedstate the
modelsshavedthatthecorrectphonemeusuallyquashed
activationof theincorrectphonemebut only laterin pro-
cessing.Thisgenerahypothesisvassupportedn anam-
ing experimentthey conducted:the meanlateng of 16
regularizedresponses theword PINT was601mswhile
the meanlateng of 46 correct,irregular pronunciations
was71lms.

The predictionmadeby KawamotoandKitzis (1991)
is also a more generalproperty of most existing con-
nectionistmodelsof word reading. In particular if dis-

2The complementaryredictionfor faststimuli (i.e., more
errorsin the pureblock) could not be verified becauseerfor
mancewas at ceiling for thosestimuli in both the pure and
mixed blocks.
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tributed representationsf orthography phonologyand
semanticsall interactwith eachother then orthogra-
phy can generatea phonologicalcode throughtwo in-
teractingbut distinct pathways: a direct orthography-
to-phonology mapping (i.e., the non-semanticroute),

phonemeseforethelexical routecansignificantlyinflu-
encethe computationof phonology thenregularization
errorsmay occur asoften as, or more often than, word
errorsin theearly cyclesof processing.

Similarto ouranalysisof the Plautetal. (1996)attrac-

and an indirect orthography-to-semantics-to-phonology tor model,we examinedthetime courseof processingn

pathway (i.e., the semantiaoute). We shallreferto this
generatlassof modelasthetriangle framework of word
reading (Harm, 1998; Kawamoto, 1988; Plaut et al.,
1996; Seidenbeg & McClelland, 1989; Orden,1991)3
In this framework, the sub-leical resonancéi.e., corre-
lationalstructurepetweerorthographyandphonologyis
strongerthanthatbetweerphonologyandsemanticde-
causethereis morestructurein theformermapping(Or-
den,1991; Van Orden& Goldinger 1994). Therefore,
for anitem that containsone or more exceptional(i.e.,
rare)spelling-sounctorrespondenceshie non-semantic
route may generateghe more commoncorrespondences
earlyin processing.For theseitems,the semanticoute
helpsto overridetheinfluenceof sub-leical knowvledge,
andthis tendsto occurlater in processing.The model
of word readingpresentedby Zorzi, Houghton.andBut-
terworth (1998)is alsolikely to make the samepredic-
tion, givenits clear distinction betweenassemblednd
retrievedphonologies.

To provide someevidencethatearlyregularizationer-
rorsare,in fact,a characteristiof currentconnectionist
modelsof word reading,we examinedthe time course
of phonologicalrepresentation#n the attractormodel
of word readingpresentedyy Plautet al. (1996). As a
roughapproximationyve applieda simpletime criterion
tothemodelby haltingits processingtsuccessiely ear
lier pointsin time, andcateyorizingeachresponsénto 4
possiblecatayories: correctresponseregularizationer
ror, word error, and miscellaneou®rror. The detailsof
this simulationarereportedbelon. The resultswereas
expected: the total numberof errorsincreasedas pro-
cessingvashaltedat earlierpointsin processingwhich
includedanincreasen the numberof regularizations.

We canalsoconsiderthetime courseof phonologyin
the dual-routeframework. Intuitively, one might expect
thata dual-routeimplementationsuchasthe dual-route
cascadgDRC) model (Coltheartet al., 1993), would
predict no increasein the proportion of regularization
errorsduring the early stagesof processing.This runs
counterto thetriangleframework’sprediction.Thedual-
routepredictionseemdo arisebecausehelexical route
processingimesare hypothesizedo be faster on aver
age thantherule routeprocessindimes. Thereforepne
would expectthatword errors,but not regularizationer-
rors,would increasen proportionduring the earliercy-
clesof processing.On the otherhand,the rule routein
the DRC model processeshe input string from left to
right overtime, andtheirregulargraphemef atestword
is usuallythe secondbr third in positionfrom left to right
(in amonosyllabicEnglishword,thevowelis mostlik ely
tobeirregular;Berndt,Reggia,& Mitchum,1987).If the
rule routehasenoughtime to outputat leastthefirst few

the DRC model* The detailsare reportedbelaw, but to
summarizetheresultsweresimilarto thoseof theattrac-
tor model:thenumberof regularizationerrors,aswell as
othererror types,increasedas responsesvere taken at
earlierpointsin processing.

SimulationMethodsand Results

Weransimulationsvith boththePlautetal. (1996)at-
tractormodel(Simulation3 in thatarticle) anda current
versionof the DRC model(Coltheart,personatommu-
nication). Both simulationswererun with the teststim-
uli from Experiment2 of the currentstudy To examine
thetime courseof phonologybaselindatenciedor each
model undernormal processingconditionswere deter
mined. Themodelswerethentestedagainwith the stim-
uli from Experiment2, but processingvas haltedat a
numberof differentpointsin time prior to the baseline
latengy for eachmodel. The phonologicalrepresenta-
tionsactive at thesehalting pointswere cateyorizedinto
1 of 4 possiblecategories: correct,word error, regular
izationerror, andmiscellaneougrror. A word errorwas
aphonologicabbutputthatcorrespondetb awordin the
model’s training corpus,but was not the tarmget. A reg-
ularization error was a phonologicaloutput that corre-
spondedo the GPCrulesasdefinedby Coltheartet al.
(1993),but wasnotthetarget(theseerrorswerepossible
only for theirregular stimuli). Miscellaneouserrorsin-
cludedall otherphonologicabutputsthatdid notreacha
criterion of correctnesgdefinedfor eachsimulationbe-
low). Miscellaneousrrorswerenot separatedto non-
wordandarticulatoryerrorsbecausén thesenodelsthis
distinctioncanonly be dravn by anarbitrarythreshold.
Therefore,an increaseor decreasén miscellaneouer
rors canbe assumedo correspondo anincreaseor de-
creasen both nonword andarticulatoryerrors. The at-
tractormodelwasusedfrom Plautetal. (1996)because
it is oneof the few publishedinstantiationsof thetrian-
gle framework thathasan explicit time course(i.e., uses
continuougime units).

The Plaut et al. (1996) Attractor Model. Themean
latengy undernormalprocessingonditionsfor the stim-

®Thetermtriangle framevork is usedto referto this class
of connectionistword reading models becausethey imple-
ment lexical processingin terms of interactionsamongdis-
tributedrepresentationsf orthographysemanticsandphonol-
ogy, which aretypically dravn atthe cornersof atriangle. The
termis not intendedto apply to othermodels(e.g., Coltheart
etal., 1993)which, coincidentally mayalsobe depictedn the
shapeof atriangle.

4We thankMax Coltheartfor making available the output
of the DRC modelover processingyclesfor our stimuli.
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Tablel
Error countsfor theattractor modelandthe DRCmodel,
categyorizedby error typeandhalting time

Attractor Model

0.8 0.7 0.6 0.5 Total

Word 6 7 9 11 33
(26.1) (22.6) (23.7) (21.2) (23.4)

Reg. 10 14 18 19 61
(43.5) (45.2) (47.4) (36.5) (43.1)

Misc. 7 10 11 22 50
(30.4) (32.3) (28.9) (42.3) (33.5)

Total 23 31 38 52 144

DRC Model

65 60 55 50 Total

Word 7 11 9 11 15
(9.3) (12.8) (11.3) (13.3) (11.7)

Reay. 10 13 15 17 55
(13.3) (15.1) (15.5) (15.0) (14.7)

Misc. 58 62 71 81 272
(77.3) (72.1) (73.2) (71.7) (73.6)

Total 75 86 97 113 371

uli from Experiment2 was 1.85 units of time. The er-
ror breakdavn for eachhaltingtimeis shovnin Tablel.
All threeerrortypes(word, regularizationandmiscella-
neous)werefoundto increaseasresponsesveregener
atedat earlierpointsin time.

The DRC Model (Coltheart et al., 1993). The mean
numberof processingcycles under normal processing
conditionsfor the stimuli from Experiment2 was 98.
Undernormalconditions processingvascompletevhen
theactivationof oneor morephonemesn eachposition-
specificpool crosseda thresholdof 0.43. The model's
responsesvere determinedby taking the most active
phonemeat eachposition (including null phonemesif
thesewere the mostactive). The error breakdevn for
eachhalting time is shovn in Table 1. All threeer
ror types(word, regularization,andmiscellaneousyvere
foundto increaseasresponsesvere generatedht earlier
pointsin time.

SimulationDiscussion

Thetwo simulationgproduceccomparableesults:the
numberof regularizationerrors, as well as other error
types,increasedsresponseweretakenatearlierpoints
in processing.The main differencein error patternsbe-
tweenthe two simulationswas that the attractormodel
producedlargeproportionof regularizationerrorsover-
all, but the DRC model produceda large proportionof
miscellaneou®rrors. Most of the miscellaneougrrors
in theDRC modelwereafailureto activatetherightmost
phoneme(sjo criterion. We donotdraw ary conclusions
basedn this differencein thesimulationsbecausét de-
pendson the settingof criteriathat could be changedn

future simulations.

Thesesimulationsshav that currentmodelsof word
reading can make explicit predictionsabout the time
courseof processing. The experimentsreportedin the
currentstudy were meantto, in part, explore the time
courseof processingn word reading.

Experimentl

Ourinitial researchlyuestionwastwo-fold. First, how
preciselycan subjectscontrol their timing of response
initiation? A demonstratiorof their ability to controlre-
sponsdiming (or lack thereof)would be potentiallyuse-
ful in formulatinga morespecificmechanisnof control
over responséiming thangivenby Lupker etal. (1997)
andJared(1997). Secondcansubjectdnitiate their re-
sponsesubstantiallyfasterthanthey do in the standard
namingtask?If so,theerrorscouldhelpformulateanac-
countof control over responsdiming asit relatesto the
time courseof processingn theword readingsystem.

To addressthese questions,we developeda novel
methodologycalledtemponaming Prior to the presen-
tation of a letter string, subjectsare presentedavith a se-
riesof evenly spaceduditorybeepsaccompaniety the
incrementalremoval of visual flankers on the computer
screen.Theletterstringis presentediponthefinal beep,
andthetaskis to pronounceheletterstringsuchthatthe
responsaes initiated simultaneouslyith the subsequent
beep(whichis not actuallypresented)Therateof beep
presentatior{i.e., tempo)canbe increasedr decreased
to require subjectsto respondmore quickly or slowly.
Temponamingis similar to deadlinenaming(Colombo
& Tabossi,1992; Stanwich & Bauer 1978),in which
subjectsare simply told to respondmore quickly if a
givenresponsas slower thana presetdeadline. A ver-
sion of the deadlineparadigmanalogougo temponam-
ing wouldinstructsubjectdo go no fasterthanthedead-
line, aswell asno slower. However, temponamingis
distinctin two importantrespects.First, temponaming
gives an explicit and precisecue (the beepsand visual
flankers)for whento initiate eachresponseSecondthe
subjectrecevesquantitatvefeedbacloneverytrial indi-
catingtheamount(in hundredth®f a secondjanddirec-
tion (fastor slow) thattheresponsavasoff tempo.Sub-
jectsareinstructedo adjustthetiming of theirresponses
suchthattheir feedbacks ascloseto zeroaspossibleon
everytrial, evenatthe expenseof accurag.

If subjectshave a mechanisnakin to a time criterion
at their disposal,thenthey shouldplaceit with a fixed
relationto tempo(to the bestof their ability). Studiesin
fingertappinghave shovn thatbehaior canbeentrained
to a rhythmic cue (Kurganskii, 1994; Mates, Radil, &
Poppel, 1992), althoughthereis significanterror and
variability within and acrosssubjects(Yamada,1995).
One stratgyy that subjectscould adoptto performthe
temponamingtaskis to entrainan“internalmetronome”
tothetempo,andthensynchronizehehypothesizedme
criterion with the rate of the internal metronome. The
way in which subjectsusethe tempois aresearchques-
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tion in itself, andwe shalladdresghis questionto some
extent. However, the primary goal of creatingthe tempo
namingtaskwasto examinethe mechanisnof control
over responsédiming (independenbf its relationto the
perceptiorandprocessingf tempo),aswell asthetime
courseof phonologicabprocessing.

With regardsto a mechanisnof controlover response
timing, oneextremehypothesiss thatsubjectscanbase
responsadnitiation exclusively on somecue other than
thetamgetstimulus(i.e., thetempoin the currentstudy).
We shall refer to this as the cue-driven hypothesisof
control over responsenitiation. It might seemthat the
delayednamingtask is a good test of this hypothesis
becauset is cuedriven (do not initiate a responsdill
the cueis presented)Not surprisingly researcherbave
found that stimuluseffectsare generallyreducedin the
delayednamingtask (e.g., Balota & Chumbley, 1985;
McRae,Jared,& Seidenbeay, 1990; Savage,Bradley, &
Forster 1990), andin somecases are eliminatedalto-
gether(McRaeetal., 1990). The persistencef stimulus
effectsin somedelayedhamingexperimentanight seem
like evidenceagainstthe cue-driven hypothesisof con-
trol (i.e., responsesvere presumablydriven by factors
otherthanthe cue). However, delayednamingis not a
sufficient testbecausaet is not a purely cue-driventask:
subjectshave the freedomto respondanytimeafter the
cue.Thetemponamingtaskis purelycue-drivenbecause
subjectsareinstructedto initiate a responsén time with
thetempo,no soonemor later. If subjectscanobey the
tempoabsolutely then stimulusfactorsshould have no
effectonresponsdiming.

To testthis extremehypothesiswe chosestimuli that
variedalongdimensionknown to affectlatenciesn the
standardnamingtask: printed frequeng and spelling-
soundconsisteng (Jared McRae,& Seidenbey, 1990;
Seidenbey et al., 1984; Taraban& McClelland, 1987;
Waters& Seidenbag, 1985,; seethe Stimulussectionof
Experimentl for detailsonouruseof consistenyg). If the
cue-drivenhypothesigs correct,thenwe shouldfind no
effectof frequeng or consisteng on responséatencies,
evenif thetempois setsuchthatsubjectsareinducedto
respondasfastor fasterthantheir averagelateng in a
standarchamingtask.

We manipulatedspelling-soundonsisteng for a sec-
ond purposeaswell: to examinethe influenceof sub-
lexical spelling-soundcorrespondencess a function of
responseéiming. As explainedandsupportediborve, the
triangle and dual-routeframeworks both predictan in-
creasean the numberof regularizationerrorsasprocess-
ing is haltedat earlierpointsin time. If thetemponam-
ing taskdoesindeedtapinto earlierpointsin processing,
thenthesemodelspredictan increasen the numberof
regularizationerrorsto exceptionwords. To investigate
this issue,temposwere setto be asfast or fasterthan
eachsubjects baselinenaming lateng, as determined
by aninitial block of standardnamingtrials. The only
guidewe hadto determinehow muchfasterthanbase-
line subjectsshouldbe inducedto respondwasa study

by ColomboandTabossi(1992).Usingaresponselead-
line, they inducedsubjectsto respondmorethan60 ms
fasterthan baselinewithout ary significantincreasein
error rate. We wantedto induce errors, so we setthe
maximumtempoto induceresponsesonsiderablyaster
than60 msbelow baseling(150 ms maximum). We ex-
ploredarangeof temposfasterthanbaselindbecausave
did notknow how well subjectscould performthetask.

We neededo consideroneauxiliary issuein creating
thetemponamingtask. How do the acousticproperties
of an initial phonemeaffect subjects’ability to time a
givenresponseawith the tempo? It hasbeenknown for
sometime that such propertieswill affect naming la-
tenciesas traditionally measuredSherak,1982; Stern-
berg, Wright, Knoll, & Monsell,1980). Kawamotoetal.
(1998) shawved that even when problemswith the voice
key arealleviated,acousticenegy from responsesvith
plosive stopsasthe initial phonemege.g.,/b,d,g,p,t k/)
will begin muchlater (i.e., about60—-100ms) thancom-
parableresponseswith non-plosve initial phonemes.
Timing in thetemponamingexperimentsavasmeasured
acousticallyonline and given asfeedback,and subjects
were instructedto respondwith the bestpossibletim-
ing asmeasuredy their feedback.If subjectstime re-
sponsadnitiation basedonly on articulatorycommands,
thentheacoustidiming (i.e.,feedback)vould beconsis-
tently slow for plosive comparedvith non-plosveinitial
phonemes.Alternately subjectsmight be ableto time
their responsedasedon the onsetof acousticeneny.
If this doesnot dependon the type of acousticenegy
(i.e., periodic versusnon-periodic,as in voiced versus
urvoiced phonemes)then the type of initial phoneme
would have no effect on timing. As a third alternatve,
one might find differencesbasedon the type of acous-
tic enegy (elaboratedn the Resultssectionof Experi-
mentl). Thisissuewasnot centralto our line of investi-
gation,sowe simply includeda mix of initial phonemes
in thetestwordsandwithin blocks(but controlledfor ini-
tial phonemeacrosdevelsof theindependentariables).
We mentionit herebecausét will beimportantin inter-
preting certainaspectof the findingsin the currentset
of experiments.

Methods

Subjects. A total of 33 subjectyarticipatedn the ex-
perimentas part of a requiremenfor an undegraduate
psychologycourse. Subjectsreportedbeing native En-
glish spealerswith normalor correctedvision.

Stimuli. The test stimuli in the tempo naming task
were composedf 52 high-frequeng exception (HFE)
words,52 low-frequeng exception(LFE) words,and52
low-frequeng consistentvords(LFC). An additionall3
of eachstimulustype werealsochoserfor the standard
namingportion. For eachstimulustype, 13 of the 52
words chosenfor temponamingwere alsoincludedin
standarchamingfor a total of 26 wordsof eachtypein
standardhaming.All testwordsweremonosyllabic.The
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Table2
Meansof control variablesfor the standad and tempo
namingportionsof Experimentl, categorizedby stimu-
lustype

StandardNaming

HFE LFE LFC
Word Freq 999.0 4.2 2.8
BigramFreq 9492 5589 4561
# Letters 4.2 4.5 4.2
# Phonemes 34 3.7 3.7

TempoNaming

HFE LFE LFC
Word Freq 617.3 8.2 6.2
BigramFreq 8072 5107 5023
# Letters 4.3 4.6 4.3
#Phonemes 3.3 3.6 3.6

factorscontrolledfor wereinitial phonemenumberof
lettersand phonemeqHFE words had higher summed
positionalbigramfrequencieshanLFE andLFC words).
Words were chosenin triplets (one of eachtype), and
eachtriplet wasmatchednthecontrolfactorsasclosely
aspossible(LFE-LFC pairswere also matchedon fre-
gueng, andHFE-LFEpairswerealsomatchedon body
consisteng). The meanvaluesfor theindependentand
controlfactorsasafunctionof stimulustypearegivenin
Table2, andthetripletsaregivenin AppendixA. Printed
frequeny was estimatedwith the Kuceraand Francis
(1967)norms.

Spelling-sounctonsisteng is a generalconceptthat
captures statisticalrelationshipbetweersub-leical or-
thographicunits andtheir correspondingpronunciations
(Plautetal., 1996):thedistributionof differentpronunci-
ationsfor a given orthographiaunit (which canbe mea-
suredby token or type; Jaredet al., 1990). The con-
sisteny of a particularpronunciatiorfor a given ortho-
graphicunit increasessthe numberof alternatve pro-
nunciationsdecreases.To quantify the consisteng of
monosyllabicwords, researcherssually considera sin-
gle orthographicunit (i.e., vowel plus ary final conso-
nants,or body), eventhoughthe conceptappliesto other
unitsaswell.

To createaslarge a pool of exceptionwords aspos-
sible, we usedthe conceptof consisteng in its general
form, ratherthanits useasalabelfor body consisteny.
We categgorized stimuli as consistentor exceptionalas
a function of the numberof alternative pronunciations
for all orthographicunits greaterthan or equalto the
graphemeandlessthantheword, in size.

In particular the pronunciationof a contiguousor-
thographic unit was exceptional if it comprisedless
than50% of all the position-specifipronunciatiortypes
(basednthe positionsonsetvowel, andcoda),summed
acrossall monosyllabicEnglishwords. For example the
I, theIN, andthe INT in PINT areall exceptional(e.g.,
comparewith TICK, BIN, andHINT). As anotherexam-

ple, the1 andIN, but not IND, in KIND are exceptional
(comparewith BIND, FIND, MIND, etc.).

A word wasdefinedasexceptionalif it containecone
or moreexceptionalorthographiaunits. A word wasde-
fined as consistentf all orthographicunits mappedto
their mostcommonpronunciation.For example,HOOK
is exceptionalbecauseghe graphemeno usuallymapsto
the long vowel /u/. By the samelogic, SPOOK is also
exceptionalbecauséhe orthographidody ook usually
mapsto theshortvowel /u/.

Consisteng is differentfrom GPC regularity in two
importantrespects.First, the conceptof irregularity is
basedn graphemesyhereaghe concepbf consisteng
appliesto multiple levelsof orthographicstructure.Sec-
ond, irregularity is basedon discrete,all-or-nonecrite-
ria (i.e., rules), whereasconsisteng is basedon a con-
tinuousmeasuref the statisticaldistribution of pronun-
ciations. Despitethesedifferences85% of our excep-
tion words were alsoirregular by GPCrules. In addi-
tion, even thoughour definition of consisteng is more
inclusive thanthe bodydefinition of consistenyg, 85% of
our exceptionwordswerebody exceptional.lrregularity
andconsisteng have beenthefocusof researcthin other
studieq(e.g.,Glushlo, 1979;Jaredetal., 1990),but their
differencesare not importantfor the issueof strateyic
controlover responsénitiation.

The standardnamingblocks included 2 filler words
at the beginning of eachblock, and the tempo nam-
ing blocksincluded 156 fillers mixed throughoutthe 4
blocks; 10 at the beginning of eachblock, and29 inter-
spersedhroughouteachblock. Filler wordsweremono-
andbisyllabic,andrangedn frequeng andconsisteng.
Standardhamingconsistewf onepracticeblock andtwo
test blocks, and tempo naming consistedof 1 practice
block and4 testblocks. Teststimuli wereevenly mixed
andbalancedcrosdlocks,andcounterbalancedicross
subjects.The orderof trials within blockswasrandom-
ized for eachsubject,underthe constraintthat 2 fillers
beganeachstandarchamingblock, and 10 fillers began
eachtemponamingblock. Standarchamingalwayspre-
cededemponaming,andthepracticeblocksbeganeach
portion of the experiment. The orderof testblockswas
counterbalancedcrosssubjectqin aLatin squaredesign
for the tempoblocks). An equalportion of eachstimu-
lus type appearedn eachtestblock within standarcand
temponaming,andfillers were divided equally among
testblocksaswell. Thestandardamingandtemponam-
ing practiceblocksconsistedf 10 and40fillers, respec-
tively.

Procedure. Subjectssatin front of a 17-inchmonitor,
approximately2 feetaway, andwore an Audio Technica
headsetardioid microphone.The microphonewas po-
sitionedapproximatelyl inch away and 2 inchesdown
from the subjects mouth, and it was pluggedinto a
Soundblasterl 6-bit soundcard. Subjectswere given
written instructionsfor the standardnaming task and
asled to read them silently. Following this, the ex-
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perimentersummarizedhe instructions,and ary

tionswereanswered Subjectswvereinstructedtha
would seewords presentedn isolation on the mi
(the width of eachletter subtendedapproximate
degreesof visual angle),andthat their taskwas tc
nounceeachword out loud asquickly andaccura
possible.Thelevel of recordingwascalibratedfor
subject. Following calibration, the subjectran thi
the practicetrials with the experimentepresento
surethat the subjectperformedthe task correctly
practiceblock was followed by 2 continuousbloc
testtrials.

Each standardnaming trial began with a RE

prompt centeredon the monitor. The subjectpr
the spacebar to begin the trial, uponwhich the pi
was replacedwith a fixation point. The fixation
remainedor 500ms,andwasreplaceddy asingle’
The word remainedon the screentill a vocal res
was detected. All stimuli (for temponamingas
were presentedn lowercase,in a large, distinc
(similarin appearanct timesnev Roman)o min
letterconfusions.Thetime fromwordonseto thek
ning of thenext trial wasafixed1500ms(i.e.,thes
wasblankfor any remainingtime aftertherespon
detected). This was necessanpecausesachvoc
sponsewas digitized and storedon the hard driv
ing the Runword softwarepackaggKello & Kawa
1998).

Immediately after eachsubjectcompletedthe
dardnamingportionof the experimentthemeanla
of all testtrials wascalculatedexcluding ary resy
fasterthan200 ms, but including ary errorsthe si
may have made). Naminglateny wascalculatec
an acousticanalysisalgorithm describedin Kell
Kawamoto (1998). In brief, the algorithmis setr
to increasesn amplitude(e.g.,to detectvoicing) aswell
asfrequeng of acousticenegy (e.g.,to detectfrication).
Eachsubjects meanlateng in the standarchamingtask
was setasthe baselinetempofor the upcomingtempo
namingblocks. The four test blocks for eachsubject
were assignedour differenttempos: baseline,and 50,
100,and150 msfasterthanbaseling(B-0, B-50, B-100,
andB-150, respectiely). As notedabore, the orderof
testblockswascounterbalanceith a Latin squaredesign.
Stimuli wererotatedacrosssubjectssuchthateachsub-
jectsaw eachtestword oncein thetemponamingblocks
(1/4 of the testwords appearedn standardnamingas
well), and eachtestword appearedn every tempoand
every block orderacrosssubjects.

After completingthestandarcdhamingblocks,thesub-
jectwasgivenwritten instructionsfor thetemponaming
task. After readingthemsilently, the instructionswere
summarizedandary questionsvereanswered A para-
phrasingof the instructionsis asfollows (also seeFig-
urel):

Eachtrial will begin with a promptfol-
lowedby thepresentatioof 5 pairsof visual
flankers. Then,5 beepswill be playedsuc-

Stimulus
Visual Auditory Response Duration
Ready? Space Bar Subject
Blank Screen 500 ms
>>>>> <<<<< beep Tempo, 20 ms
>>>> <<<< beep Tempo, 20 ms
g >>> <<< beep Tempo, 20 ms
= >> << beep Tempo, 20 ms
> pint < beep Tempo, 20 ms
pint “pint” 1300 ms - Tempo
Your response was # Space Bar Subject
Figure 1. Diagramof the courseof eventsfor a singletrial

in thetemponamingtask. The“> <" symbolsareflankersin-
dicatingthe positionof the taiget stimulus. Tempois thetime
intenal betweereachbeep determinedy thetempocondition
andthe subjects baseline*Subject”indicateghattheduration
is subject-dependent.

cessvely in asteadyrhythm,andthepairsof
flankerswill disappeaoneby onewith each
beep.Upon presentatiorof thefifth beep,a
word will appeaiin betweerthelastpair of
flankers. Try to nametheword suchthatthe
beginningof yourresponsés timedwith the
sixth beep. However, no sixth beepwill be
played; your responseshould begin where
thesixthbeepwould have been.Youwill get
feedbackafter completingyour responseo
tell youhow well-timedit wasto thetempo.
Thefeedbacks in theform of anumberthe
morepositiveit is, thesloweryourresponse,
the more nggative it is, the faster A per
fectly timed responseproducesa feedback
of zero. Your primary taskis to namethe
word ontempo,regardles®f makingerrors.
In the practiceblock will seea mix of both
relatively fastandslow temposhut thenyou
will run throughfour testblocks, andeach
onewill be setat a different, but uniform,
tempo.

After instruction, subjectsran through the practice
block, which represented randomlyordered,but bal-
anceddistribution of the four tempos.The experimenter
stayedwith the subjectthrougha numberof trials to be
surethetaskwasunderstoodandto give ary additional
instructionif necessary Eachtemponamingtrial pro-
ceededasfollows: A READY? promptwas presented
in the centerof the screen,andthe subjectpressedhe
spacebar to begin. Therewas a 500 ms delay with a
blank screenafter pressingthe spacebar, followed by
the presentatiorof a pairedsetof flankerssimultaneous
with a brief tone 20 msin duration. The flankers were
sequentiallyerasedrom the outsideinward, in time in-
tervalsequalto thetempofor thattrial. Eachtime a pair
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of flankerswaserasedthe tonewassimultaneouslyre-
sented. Interval durationswere roundedup so that the
removal of eachflanker pair, aswell asthe presentation
of eachbeep,could be synchronizedwith the video re-
freshrate (14 msroundup at most). Upon presentation
of thefifth beep(andremoval of thefourth flanker pair),
the targetword waspresentedcenteredetweerthe last
flanker pair. Recordingfrom the microphonewasiniti-
ated200mshbeforethenext (sixth)interval,andlastedfor
1500ms. On thesixth interval, the lastflanker pair was
removed,andthewordremainednthescreerfor thedu-
rationof recording.Thewordwasthenreplacedwith the
messageY OUR RESPONSE WAS #, where# equaledhe
amountof time in hundredthf a secondthatresponse
lateng differedfrom the sixth interval. This wascom-
putedby subtracting200msfrom the calculatecbnsetof
acousticenepy relative to the onsetof recording. The
numberwas a positive or negative integer correspond-
ing to the responseoffset from tempo. The feedback
remaineduntil the subjectpressedhe spacebar, which
broughtup the READY? promptfor the next trial. Sub-
jectswereexplicitly asledto take a shortbreakafterthe
first two testblocks,andthey weredebriefedaftercom-
pletingall 4 testblocks.

Results- Standad Naming

Throughoutthe experimentalresultssectionsin this
study statisticsover the standarchamingmeansandfre-
gueng counts(for errortypeanalysesarereportedirst,
alongwith the magnitudesf ary relevanteffects. The
temponamingresultsarereportecafterwards alongwith
graphsincluding datafrom both the standarcandtempo
namingresults. The dataarepresentedn this formatto
facilitate direct comparisonof the standardand tempo
namingmeans Exceptfor errortypeanalysesall statis-
tics wereanalyseof variance(ANOVAS), andall anal-
yseswere conductedwith subjectsas the randomfac-
tor, aswell asitems(denotedasFs andF, respectiely,
whenpresenting- values).Finally, all reportedmneansn
thecurrentstudyweresubjectmeanainlessstatedother
wise.

DataRemoval. Datafrom 1 subjectwereremoveddue
to equipmentfailure, and datafrom 1 item (chic) were
removed due to an excessof errors(78%). Responses
wereremoved if naminglateny waslessthan 200 ms
or greaterthan 1200 ms. Responsewere codedfor er-
rors (blind to the block they appearedh), removed from
all otheranalysesandanalyzedseparatelyln ary cases
where multiple responsesvere given on a single trial,
only thefirst onewasconsideredor errorcategorization
(but all suchresponsesvere considerecerrorsof some
type). Stuttersthatwerefollowed by a fluentbut incor-
rectresponseverecategorizedby theincorrectresponse,
ratherthan as articulatory errors. The error catgyories
were asfollows (exampleswere taken from the corpus
of errorsgeneratedn Experimentsl and2):

e \ord errors were responseghat formed a word,
but did not matchthe target pronunciation.In all cases
throughoutthis study word errorswere phonologically
and/ororthographicallysimilar to their targets(i.e., they
differed in no more than 2 phonemesfrom the tar-
get). For example: PINT—PINE, HITCH—PITCH, and
GLARE—GLAD.

e Lagitimate Alternative Reading of Components
(LARC) errors were responseso exceptionwords that
followed an alternatepronunciationof their exceptional
orthographiaunit, anddid not form a word. Strain, Pat-
tersonGrahamandHodgeq1998)usedhetermto have
essentiallythe samemeaning. For example: PINT to
rhymewith MINT, MOW to rhymewith Now, andNow
to rhymewith mow.

¢ RaularizationandNon-regularizationerrors were
two different types of LARC errors. Reyulariza-
tions were those that followed GPC rules, and non-
regularizationswverethe remainder Dividing the LARC
categyoryin thisway maybeimportantfor relatingtempo
namingresultsto the DRC modelof word reading.

e Mixederrors wereLARCs thatalsoformedaword
other than the target. For example, GREAT— GREET,
GHOUL—GOAL, andPLAID—PLAYED.

¢ Nonwod errorswerefluentpronunciationghatdid
not form a word or a regularization. For example,
GLOVE—GUV, SHOE—SHOPE, andTUNT—TURT.

¢ Articulatory errors includedall non-fluentpronun-
ciations,in particular stuttersandgarbledor incompre-
hensibleresponses.

Naming Latency Analyses. Themaineffectof stimu-
lus type wassignificantby subjectsanditems, Fs(2,62)
= 34,p < .001, R(2,74)= 5.4, p < .01. Therewas
a non-significant7 ms decreaseén meanlateng from

block1to 2, F5(1,31)=1.1,p > .2, K(1,74)= 2.88,p

< .1, andtherewasno reliableinteractionof block and
stimulustype, Fs(2,62) < 1, F(1,49) < 1. Pairwise
comparisongevealedthat a 26 ms adwantageof HFE
over LFE words(hereaftereferredto asa frequeng ef-

fect) wassignificantby subjectsanditems, Fs(1,31)=

47,p < .001, F(1,49)= 11.8,p < .001. However, a7

msadwantageof LFC over LFE words(hereaftereferred
to asa consisteng effect) wasonly reliableby subjects,
Fs(1,31)=5.1,p < .05, F(1,49)=1.3,p> .2.

Error Analyses. Themaineffectof stimulustypewas
significant, F5(2,62)= 44, p < .001, K(2,74)=6.5,p
< .01,but therewasno maineffectof blocking, Fs(2,62)
=27,p> .1, K@1,74)=2.3,p> .1. Theinteraction
of block with stimuluswassignificant, Fs(2,62)= 6.0,
p < .01, K(2,74)= 5.4, p < .01. Post-hocanalyses
showved that when collapsedacrossfrequeng, the error
rateto exceptionwordsreliably decreasedrom thefirst
tosecondlock, Fs(1,31)=8.7,p< .01, K(1,49)=7.6,
p < .01, but maminally increasedor regular consistent
words Fs(1,31)= 3.5, p < .05, F(1,25)=2.8,p <
.1. Plannedcomparisonshoved that LFE wordswere
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reliably 9.1%moreerrorpronethanLFC words(consis-
teng effect), F5(1,31)=48,p < .001, F(1,49)= 6.7,
p < .05, and 9.9% more error pronethan HFE words
(frequeng effect), Fs(1,31)= 59, p < .001, FK(1,49)=
7.5,p< .01

To provide more detail concerningerrors,frequeny
countswere analyzedas a function of block and error
type. Sincethe dependenineasuras a frequeng count,
chi-squareanalysesvereperformedonthe2 x 5 contin-
geng tableformed by block and error type® Collapsed
acrossstimulustype, error countswere not reliably dif-
ferentthantheir expectedvaluesbasedon row andcol-
umn meanscalculatedacrosslevels of block and error
type x%(4)=6.17,p > .15.

Results- TempoNaming

Data Removal. The subjectremoved from standard
naminganalysesvasalsoremoved from temponaming
analysesErrorswerecodedin the sameway asin stan-
dardnaming(i.e., blind to block andthereforetempo),
and were removed from all other analysesand treated
separately(seebelovr). Then,responseshat wereless
than 175 ms or greaterthan 1000 ms from the sixth

tempointerval were removed (recordingbegan 200 ms

beforethe sixthtempo).

Latency Analyses. Figure 2 graphsmeannamingla-
tencies(i.e., time from stimulusonset)asa function of
stimulustype and tempo(including the meanlatencies
from the standardnamingtask; note that the statistics
presentedheredo notincludestandarchamingdata,see
above for those). The main effect of stimulustype was
significantonly by subjects, F5(2,62) = 6.0, p < .05,
F(2,153)= 1.6, p > .2,whereagshemaineffectof tempo
wasreliablein bothanalyses,F(3,93)= 214,p < .001,
Fi(3,459)= 245, p < .001.Theinteractiondid notreach
significance, F5(6,186)= 1.6, p > .1, F(6,459)< 1.
Plannedtcomparisonshavedthatthe 5 msfrequeng ef-
fectwasreliableonly by subjectsFs(1,31)=7.2,p < .05
but notitems F(1,102)= 2.3, p > .1, whereaghe 0.6
msdifferencein latenciego LFE versusLFC wordswas
notsignificant Fs(1,31)< 1 and F(1,102)< 1. Planned
comparisongf the tempomanipulationconfirmedthat
eachsuccessiely fasterevel of tempocausedesponses
to bereliably fasterthanthe previouslevel: from B-0 to
B-50, Fs(1,31)= 130, p < .001, K(1,153)= 104, p
< .001,from B-50to B-100 Fs(1,31)= 73, p < .001,
F(1,153)= 46, p < .001, and from B-100 to B-150,
Fs(1,31)= 85, p < .001, F(1,153)= 54, p < .001.
Theseinitial testssuggesthattheinfluenceof stimu-
lustypeonlatenciedss smallerin thetemponamingtask
comparedo standarchaming(a 26 msfrequeny effect
and7 ms consisteng effect in standarchaming,versus
5 msand0.6 msin temponaming,respectiely). One
possiblereasorfor this attenuatiorof stimuluseffectsis
thattheoverallvariability in latencieslecreaseth tempo
naming. This might be expected,given that we asled
subjectdo respondat particulartime intervals. However,

KELLO AND PLAUT

O Std M0 #-50 E-100 ©-150

550

a

o

o
I

450 +

Naming Latency (ms)

400 +

350

Hi Freq Exc

Lo Freq Exc Lo Freq Con

Figure 2. Meanlatenciesrom the standarcandtemponam-
ing portionsof Experimentl asafunctionof stimulustypeand
tempo. The dashedines separatehe standarchamingmeans
from thetempomeans.

inspectionof the standarderror barsin Figure2 shovs
that the within-cell variability was comparableacross
tasks (6.2 ms for standardnaming, 7.9 ms for tempo
naming, within-cell standarderrors aroundthe subject
mean).An analysisof variancewith taskastheindepen-
dentvariableandstandaratrrorasthedependentariable
shaved this differenceto be non-significant, Fs(1,31)
< 1. Therefore,in termsof analysesof variance,the
between-conditionariancedecreaseth temponaming,
but notthewithin-conditionvariance.

However, thereare threeconcernswith drawing the
conclusionthat between-conditiovariability decreased
in temponaming: 1) standarchamingalways preceded
temponaming,2) 25% of thetemponamingstimuli also
appearedh thestandarchamingblocks,and3) only half
of the standarchamingstimuli appearedn temponam-
ing (the other half wasnot explicitly controlledagainst
the temponamingstimuli). Thesethreeconcernswere
addresseasfollows: 1) analysef varianceon tempo
naminglatenciesvereconductedvith therepeatedtim-
uli removed, and 2) the interactionof block orderand
stimulustype wasexaminedto testfor a practiceeffect
within thetemponamingtask,and3) the standarcham-
ing latencieswere re-analyzedwith only thosestimuli
thatappearedn temponaming.

The tempo analyseswith repeatedstimuli removed
wereessentiallyidenticalto theanalyseseportedabore.
Most relevantly, the main effect of stimulustype was
againreliable only by subjects F5(2,62) = 4.3, p <
.05, F(2,114)< 1. The pairwisecomparisonshaved
a 6 msfrequeny effect that did not reachsignificance,
Fs(1,31)= 2.4,p > .1, FK(1,76)= 1.1, p > .2, anda
3 ms non-significantdisadwantagefor LFC wordscom-
paredto LFE words Fs(1,31)= 1.6, p > .2, FK(1,76)

®In all of our chi-squareanalysesthe obserationsarenot
independentandmaythereforeby positively biased.



STRATEGIC CONTFROL IN NAMING 11

W Block 1 ZBlock 2 EBlock 3 O Block 4\

550

Naming Latency (ms)
Ey a
[ o
o o

N
o
o

ATl

Lo Freq Exc

Hi Freq Exc Lo Freq Con

Figure 3. Meanlatenciesfrom the temponamingportion of
Experimentl asa functionof stimulustype andblock.

< 1. If practicehadreducedhe effect of stimulustype
on lateng, thenonewould expectthis effect to increase
whenrepeatedstimuli areremoved; if anything, the ef-
fect decreasedlightly (albeit at leastin part dueto re-
ducedpower). The analyse®f block orderandstimulus
type revealedno discerniblemain effect of block order,
Fs(3,93) < 1, F(3,459)< 1, nor interactionof block
orderwith stimulustype, Fs(6,186)< 1, F(6,459)<
1. If therewasa practiceeffect from standardo tempo
naming,onemight expectthis effectto continuethrough
theblocksof temponaming.

To illustratethe lack of a practiceeffect on latencies,
Figure3 graphsnaminglateng asafunctionof blockor-
derandstimulustype. Finally, there-analysi®f standard
latenciesincluding only temponamingstimuli shaved
the samepatternof effectsasthe original analysis,but
with lesspower andthereforefewer significantcompar
isons. Relevantto the comparisonavith temponaming
results,the main effect of stimulustype wasreliable by
subjects,F(2,62)= 19, p < .001,but marginally signif-
icantby items F(2,36)= 2.7,p < .08. Planneccompar
isonsshaved that the 23 ms frequeng effect (cf. a 26
ms effect with all stimuli) wasreliable, Fs(1,31)= 31,
p < .001, F(1,24)= 4.8, p < .05, but the 5 ms consis-
teng effect (cf. a7 mseffectwith all stimuli) wasnot,
Fs(1,31)< 1, F(1,24)< 1. Thisfinal analysissuggests
thatthe largereffect of stimulustypein standardversus
temponamingwasnot dueto item differences.

Timing Analyses. Naming latencies can also be
graphedas offsetsfrom perfecttempo. In otherwords,
subjectswereinstructedto begin their responsexactly
on the sixth tempointerval, so one cangraphtheir tim-
ing accurag. Analysesof varianceon naminglateng
indicatedthat increasesn tempocausedarge, reliable
decreasen naminglateng. Analysesof varianceon
timing will indicatewhetherresponsensetswerereli-
ably differentfrom tempo. Figure 4 graphsmeantim-
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Figure4. Meantiming accurag from Experimentl asafunc-
tion of stimulustypeandtempo.

ing offsetsasa functionof stimulustypeandtempo.As
in the latengy analysesthe main effect of stimulustype
was only reliable by subject§ Fs(2,62) = 6.0, p < .01,
F(2,153)= 1.3, p > .2,themaineffectof tempowasre-
liable Fs(3,93)= 119,p < .001, K(3,459)= 240,p <
.001, andthe interactionwas not significant, Fs(6,186)
=16,p > .1, F(6,459)< 1. Plannedcomparisons
on stimulustype were not conductecbecausaheseare
equivalentto theanalogougomparisonsvith namingla-
teng asthedependenmeasurePlanneccomparison$o
testwhethertiming wasprogressiely delayedastempo
increasedevealedthatresponsewerein factfurtherde-
layedfrom tempoateachincreaseB-0to B-50, Fs(1,31)
= 27,p < .001, K(1,153)= 33, p < .001,B-50t0 B-
100, Rs(1,31)=70,p < .001, K(1,153)=70,p < .001,
B-100to B-150, F(1,31)= 62, p < .001, F(1,153)
= 126, p < .001. To characterizehe failure of tempo
to perfectlydrive responsenitiation, a linear regression
line wasfit to the timing meansat eachlevel of tempo,
averagedacrossstimulustype; the slopewas0.43(i.e.,
1+ St, whereSt is the slopeof the regressionline for
lateng). If thetempomanipulationwasperfectin deter
mining responsénitiation, the slopewould be 0.

One unexpectedfinding in the timing analysesvas
thatresponsewere,on average fasterthantempoin the
B-0 condition. If tempoconditionswere mixed within
blocks,thisfinding couldhave arisenfrom hysteresi®f a
responseriterion(i.e., arelatively slow tempotrial pre-
cededby a fastonemight have a tendeng to be overly
fast; Lupker et al., 1997). However, sincetempowas

5In principle, significancelevels for lateny and timing
analysesof stimulus effects (not tempo or blocking effects)
shouldbe the same. However, they differ slightly becausda-
teng is relative to the onsetof recording,whereagtiming is
relative to an estimateof the tempointenal. Theseestimates
are not always aligneddueto small variationsin the onsetof
recording,and small variationsin the timing of the tempoin-
tenal dueto alignmentwith themonitorrefreshrate.
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Figure 5. Meantiming with tempofrom Experimentl as
a function of tempoand the articulatory characterof the ini-
tial phonemdplosive versusnon-plosve andvoicedversusun-
voiced).

blockedandcounterbalancedndeachblock beganwith
10 practicetrials, this explanationcannotbe correct. We
reasonedhatan adequatexplanationwould dependon
theacousticcharacteristic®f responsenset,aswell as
an answerto the questionof what articulatory/acoustic
marker subjectstry to time with the tempo. We inves-
tigatedthis issueby examiningtiming as a function of
tempoandinitial phonemeype (graphedn Figureb).

We catagorizedinitial phonemedype basedon acous-
tic characteristicshat areknown to affect the measure-
mentof responsdatencies(Kello & Kawamoto,1998):
voicing (voiced or unvoiced) and plosiity (plosive or
non-plosive). Examplewordswith an initial phoneme
in eachof the four cateyoriesare: voicedplosives(BED,
DEAL, GATE), voicednon-plosves(VET, zOO, RED, un-
voiced plosives (PET, TEA, KITE), and unvoiced non-
plosives(FAT, SEA, THIN). Figure5 shavsthaturvoiced
initial phonemesespeciallynon-plosve ones,werefast
in the B-0 condition, whereasvoiced initial phonemes
werecloselytimed to tempoin the B-0 condition. This
result suggestghat subjects,despitethe numericfeed-
back, timed their responsesith the onsetof voicing
(which we argue and statistically supportbelow). To
answerthe questionof why responsesvere fasterthan
tempoin the B-0 condition,recall that the lateng algo-
rithm usedin this studyis sensitve to high amplitude
andhigh frequeny acousticenegy. The onsetof peri-
odicenepy is laterin responsebaginningwith urvoiced
comparedo voicedinitial phonemestelative to the on-
setof ary typeof acousticenegy. To accuratelytime the
onsetof voicing, measuredatenciesor urvoicedinitial
phonemesnustbefast.

To amgue for the hypothesisthat subjectstime re-
sponsesvith the onsetof voicing, we shall distinguish
it from the alternatehypotheseghat timing was based
ontheonsetof ary acousticenegy (whichwasthe basis
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of feedback),the onsetof articulation, or the onsetof
the vowel. If timing wasbasedon the onsetof acous-
tic enepgy, thereshouldbe no effect of initial phoneme
type. However, the timing of plosive initial words(i.e.,
/p.t.k,b.d,g,/; Nitem= 63) was14 msslowerthannon-
plosive initial words (Nitem= 93), Fs(1,31)= 33, p <
.001, F(1,154)= 16, p < .001, andthe interactionof
plosiity andtempowasmarginally significantby items
Fs(3,93)=1.5,p > .2, F(3,462)=2.5,p < .06. Theef-
fect of plosivity diminishedslightly astempoincreased
(18 ms effect at B-0, 17 ms at B-50, 10 ms at B-100,
and 11 ms at B-150). The main effect of plosiity (as
well asothereffectsof initial phonemereportedbelow)
rules out the acousticenegy hypothesis,and we shall
returnto the interactioneffect in the sectionon dura-
tion analysesNext, if timing wasbasedon the onsetof
articulation,thenresponse$eginning with non-plosve
phonemeshouldbe relatively well-timed (to the extent
that subjectscan keep up with the tempo), and those
with plosive initial phonemesshouldbe slow by com-
parison. This is becausehe onsetof articulationmore
closely corresponddo the onsetof acousticenegy for
non-plosve comparedo plosive-initial responsegKello
& Kawamoto,1998). However, plosive-initial responses
were on tempoin the B-0 condition (timing = —2 ms),
whereasmon-plosve-initial responsesvere fast (timing
= —18ms), F(1,31)= 10.8,p < .05, F(1,153)= 32,
p < .001. Finally, if timing was basedon the onsetof
the vowel Bthen there shouldbe no effect of voicing of
the initial phonemesincethe vowel presumablybegins
at roughly the samepoint in comparableesponsesvith
voicedvs. unvoicedinitial phonemes A post-hocsplit
of the non-plosve-initial wordsby voicing on theinitial
phonemeevealedthatresponseso voicedstimuli were
23 msslower thanurnvoicedstimuli F5(1,31)= 70, p <
.001, K(1,91)= 32, p < .001. This effect of voicingin-
teractedvith temposuchthat,aswith plosivity, theeffect
diminishedastempoincreased,Fs(3,93)= 2.4, p < .07,
F(3,273)= 6.6, p < .001;wereturnto this effectbelow.
Furthermorethemeantiming of voiced,non-plosveini-
tial wordsin the B-0 conditionwas—3 ms,comparedo
—35 ms for comparableurvoiced words. The voicing
onsethypothesidor the basisof timing in temponam-
ing explainsboththevoicing andplosivity effectsfound,
but the vowel onsethypothesiscannotexplain the effect
of voicing. Therefore the dataprovide evidencefor the
voicing onsethypothesis.

Naming Duration Analyses. Researcherave shavn
that cognitive processesffect not only the onsetof a
namingresponseits articulatorydurationaswell (Balota

"The phoneme/t/ (e.g.,in the first phonemen CHIP), is
technicallyanaffricate, but we treatedt asa plosive becausét
hasplosive-like characteristics.

8 Previous researchon the perceptualcenterof syllables
(Hoequist,1983; Marcus,1981)suggestshat vowel onset(or
at leasta correlatethereof)may play a role in synchronizing
repeatedyllableswith ametronome.
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etal., 1989; Kawamotoet al., 1998; Kawamoto,Kello,
Higareda& Vu, 1999).For instanceKawamotoandhis
colleaguesshowved initial phonemeduration effects by
contrastingthe size of consisteng effectsin responses
beginning with plosive versusnon-plosve phonemes.
They arguedthat a larger consisteng effect on lateng
for plosive versusnon-plosie initial stimuli (control-
ling for confounds)is evidencethat consisteng of the
vowel affects the duration of the initial consonant(s).
The logic wasbasedon the premise(mentionedabove)
that the acousticonsetof non-plosve-initial responses
closelycorrespondo theactualrespons@nsetwhereas
the acousticonsetof plosive-initial responsegonflates
respons®nsetwith durationof theinitial phoneme.

If we apply the samelogic to the timing analyses
conductedabove, thenthe interactionof stimulustype
(with both voicing and plosivity) andtempoin the tim-
ing analysesabore suggestghat, at the least, naming
durationsfor urvoiced, non-plosve initial stimuli de-
creasedistempoincreasedFor example,if theduration
of the initial phonemecausedhe plosivity effect, then
thewealeningof this effectasa function of tempoindi-
catesa decreasén initial phonemeduration. Similarly,
if durationof the entire namingresponsewas reduced
for both plosive and non-plosve-initial words, thenthe
sameinteractionof tempoand plosivity would be pre-
dicted(analogousrgumentxouldbe madefor voicing).
Wetestedhesealternatéhypotheseby measuringvhole
word namingdurations(i.e., time from onsetto offsetof
acousticenegy) asafunctionof initial phonemevoicing
andplosivity, in conjunctiorwith tempo®Thepredictions
wereasfollows. If tempoaffectedonly initial phoneme
duration thenthereshouldbeno effectof tempoonnam-
ing durationsfor plosive-initial responses.Sincea du-
ration effect on theinitial phonemen plosive-initial re-
sponsesvill mostlyalterthesilentgapin acousticenegy
causedby pressurebuild-up for the plosive releasethe
durationeffectwill bereflectedn naminglateng rather
than acousticduration. By contrast,if tempoaffected
whole word durations thenall responsesvith ary type
of initial phonemeshouldshaowv aneffect of tempo.

The results unambiguouslyshaved that tempo af-
fectedwhole word durations. Figure 6 graphsnaming
durationsas a function of tempo and initial phoneme
type. Namingdurationswere calculatedusingthe same
algorithmfor detectingthe acousticonsetof aresponse,
except that the algorithm was run backwardsfrom the
end of responseecording(Kello & Kawamoto, 1998,
; durationslessthan 50 ms or greaterthan 1000 ms
were removed from the analyses). Naming durations
of plosive-initial responseshaved a reliable effect of
tempo, Fs(3,93)= 4.0, p < .01, FK(3,303)= 6.9, p
< .001. The main effect of tempoon namingdurations,
collapsingacrossnitial-phonemeype,wasalsoreliable,
Fs(3,93)= 7.4, p < .001, F(3,582)= 21, p < .001.
This effect did not significantly interact with voicing,
Fs(3,93)< 1, F(3,582)= 1.4, p > .2, but it did in-
teractmaminally with plosivity, Fs(3,93)=1.6,p > .2,
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Figure 6. Mean acousticnamingdurationsfrom the tempo

namingtaskin Experimentl, asa function of stimulustype
andtempo.

F(3,582)= 3.3,p < .05. Qualitatively, namingdurations
of non-plosve-initial responseshaveda strongereffect

of tempothanplosive-initial responsegwhich nonethe-
lessshoved a reliable effect of tempo;seeabore). This

interactionsimply indicatesthat initial phonemedura-
tions contributedto the effect of tempoon whole word

durations,andthat this contribution was attenuatedor

plosive-initial responsebecausglosive phonemesave

muchlessacousticextentthannon-plosve phonemes.

Error Analyses. Errors were cateyorized as in the
standardhaminganalyses.Figure 7 graphsmeanerror
rateasa function of stimulustype andtempo.The main
effect of stimulustypewasreliable, Fs(2,62)= 38, p <
.001, F(2,153)= 9.4, p < .001,aswasthe main effect
of tempo, Fs(2,93)= 11, p < .001, F(3,459)= 10,
p < .001.As in thelateny analysistheinteractionwas
againnon-significant,F(6,186)= 1.5,p > .1, F(6,459)
= 1.4, p > .2. Plannedcomparisondor stimulustype
showved that LFE wordswerereliably more error prone
thanHFE words, Fs(1,31)= 55, p < .001, F(1,102)=
13, p < .001,andlikewise for LFE wordscomparedo
LFC words,Fs(1,31)=43,p < .001, F(1,102)=9.4,p
< .001.Errorrateresultsfrom planneccomparisonsver
levels of tempodifferedin partfrom thosefoundin the
lateny analyses.Whereaghe eachlevel of tempowas
reliably fasterthanthe previous, only theincreasefrom
B-100to B-150 shaved areliableincreasdn errorrate:
from B-0 to B-50, Fs(1,31)< 1, K(1,153)< 1, from
B-50 to B-100, Fs(1,31)= 3.2, p > .05, FK(1,153)=
2.7,p > .1,andfrom B-100to B-150, F(1,31)= 10.2,
p< .01, K(1,153)=8.2,p< .01.

° Thedurationsof mostinitial phonemesredifficult to mea-
sure(Kawamotoet al., 1998;Kello & Kawamoto,1998),and
wedid not carefullychoosestimuli with easilymeasuredhitial
phonemedurations.We thereforechosewholeword durations
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Figure 7. Mean error rates(proportionof errors)from the
standar@&ndtemponamingportionsof Experimentl asafunc-
tion of stimulustypeandtempo.Thedashedines separat¢he
standarchamingmeandrom thetempomeans.

Errorswerefurtheranalyzedy calculatingchi-square
statisticson a frequeng table of tempoby error type,
presentedn Table3. Theoverall frequeng countswere
significantly different than their expectedvaluesbhased
on row and column means x2(12) = 37, p < .001.
Our hypothesesoncernedchow the countsof different
errortypeswould vary astempoincreasedThe Mantel-
Haensze(M-H) chi-squardestfor trend(Cody& Smith,
1997)is especiallysuitedfor contingeng tablesin which
one or both variableshave a specific ordering of lev-
els(i.e.,it collapsegheindependentontributionsto de-
greesof freedomfor individual levels of eachvariable).
The M-H chi-squaredestfor trendaskswhetherthe cell
countsin eachof theN trendlevelsareincreasingor de-
creasingn a uniformly linearfashion. The null hypoth-
esisin the M-H testis that cell countsacrosstrend lev-
elsarenotchanginglinearly in proportionto eachothet
Thisis exactly the questionwe wantedto askof our data:
istheproportionof LARC errorsdecreasingignificantly
asafunctionof tempo(thetrendvariable) relativeto the
numberof othererrors? The M-H testapproachedaig-
nificancefor the overall frequeng counts, x2(1) = 2.9,
p<.l.

Motivationfor analyzingerrortypesspecificallycame
from predictionsconcerningLARC errors. To address
thesemoreclosely LARC andmixed errors(which are
LARCs themseles) were pooled togethey and these
were comparedagainstword errors: the M-H testwas
now significant, x?(1) = 10.4, p < .001, aswas the
chi-square, x3(9) = 37, p < .001. M-H analysesvere
alsoperformednthesubsebdf dataincludingonly word,
LARC, andmixederrors(with regularizationsandmixed
errorscollapsed)the M-H testwassignificant, x%(1) =
5.2, p < .05, but the chi-squaretestwas not, x2(6) =
5.8, p > .1. Basedon the patternof columnpercentsn
the frequengy table, the chi-squareresultsindicatethat
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thefrequeng of LARC andmixed errorsremainedcon-
stantwhile that of othererror typesincreasedastempo
increased. If we considerthe mixed errors as mostly
LARCsthatcoincidentallyform words,thenwe cancon-
cludethat the proportionof LARC errorsdecrease@s
tempoincreased.

We also divided LARC errors into true regular
ization errors (those following GPC rules) and non-
regularizationerrors.Dependingon how thetemponam-
ing task relatesto the time courseof processing,the
DRC model and the attractor model of word reading
may male different predictionsconcerningtheseerror
types. In particular the DRC model predictsno non-
regularizationerrorsabose chance(Coltheart,personal
communication). By contrast,the attractormodel pre-
dicts mostly regularizationerrors, but also somenon-
regularizationerrors. As it turned out, a substantial
numberof non-regularizationerrorsdid occur(25%),al-
thoughthe majority of LARC errorswereregularization
errors(75%). The proportionof regularizationto non-
regularizationerrorsdid not seemto changea function
of tempo(the cell countsweretoo smallto performchi-
squarestatistics).In orderof increasingempo,the reg-
ularizationcountswere 15, 14, 16, and 13, andthe non-
regularizationcountswere5, 5, 4, and5. Theoccurrence
of non-rgularizationerrorsmay be problematicfor the
DRC model,but this interpretationis dependenon how
thetemponamingtaskis operationalizednh themodel.

Discussion

Theresultsof Experimentl canbesummarizeasfol-
lows. The manipulationof frequengy andconsisteng in
the standardnamingtask basically replicatedthe find-
ingsof previous studies.Responset HFE wordswere
fasterthanthoseto LFE words, and responseso LFC
wordswerefasterthanthoseto LFE words (reliable by
subjectsonly). Error ratesalsoshavedthis pattern,but
morereliably. The temponamingtaskwas effective in
inducingprogressiely fastermoreerrorproneresponses
(responsesvere 94 ms fasterand 7% lessaccurate on
average,than baselinein the fastesttempo condition).
This resultindicatesthat, asLupker et al. (1997)noted,
subjectsmustusea fairly conserative criterion (what-
ever the mechanismj}o respondn the standardspeeded
namingtask(otherwiseonewould expecttempoto affect
speedlessand accurag more, relative to the obsened
effects).

The effect of stimulustype on haminglateng/ dimin-
ishedin the tempo namingtask comparedto standard
naming, and this did not seemto be dueto a practice
effect (asindicatedby blockinganalyses)pr achangen
items(asindicatedby analyse®f item subsets)Further
more,therewasno indicationof aninteractionof stimu-
lus type with tempoin the latengy analysesAn analysis
of stimuli by plosivity andvoicing of theinitial phoneme
indicatedthat subjectsattemptedto time the onsetof

asthedependenmeasurdo examine.
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Table3
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Frequencycountsof errors in the standad and temponamingtasksin Experimentl, categorizedby error typeand

tempo(for thetemponamingtask).

Std 0 -50 -100 -150 Total

LARC 25 20 19 20 18 77
(22.7) (19.8) (16.7) (10.8) (16.4)

Word 38 33 43 54 60 190
(37.5) (44.8) (45.0) (36.1) (40.4)

Mixed 31 20 14 17 17 68
(22.7) (14.6) (14.2) (10.2) (14.5)

Nonword 31 10 8 21 39 78
(11.4) (8.3) (17.5) (23.5) (16.6)

Articulatory 39 5 12 8 32 57
(5.7) (12.5) (6.7) (19.3) (12.1)

Total 164 88 96 120 166 470

Note: Frequeng countswere dravn from 2496 test responsedor standardnaming (78 per subject),and 1248

pertempoblock (39 persubjectperblock).

voicing with the tempo. In addition, analysesof nam-
ing durationshovedthatastempoincreaseddurationof
theentirenamingresponselecreasedJnlike namingla-
teng, the patternof errorrateeffectswasessentiallyjthe
samebetweerstandarcandtemponaming:errorratesto
HFE andLFC wordswerebothlower thanthoseto LFE
words. To complementthe lateng results,error rates
increasedvith tempo,indicatinga speed/accurgdrade-
off (albeitthe only reliableincreasevasfrom the B-100
to B-150 condition). An analysisof the error typesas
a function of temposhawved that while word errorsand
othererror typesincreasedn numberwith increasesn

tempo,thenumberof LARC errorsremainedconstant.

The findingsfrom Experimentl indicatethe follow-
ing in termsof the two main researchagendastatedat
theoutset.First, subjectsarequitegoodattiming theini-
tiation of a namingresponseasevidencedby thestrong
effect of tempoin evenin the fastestcondition. How-
ever, the reducedbut enduringfrequeng effect in the
temponamingtaskarguesagainstthe strongcue-driven
responséiypothesis:subjectswere unableor unwilling
to initiate a responsdasedon the cuealone. Note that
thelateng dataareprobablyconsistentith thetime cri-
terion hypothesisdespitethe evidenceagainstthe cue-
driven hypothesis(dependingon how one handlesthe
accompaning activation criteria). Additionally, the la-
teng/ dataareconsistentvith aweakcue-drivenhypoth-
esisin which, on sometrials, responsearebasedsolely
on the tempo, but on others,responsesare basedsolely
on stimulusprocessing.

However, neitherof thesehypothesesccountfor the
decreasén namingdurationsastempoincreasedThese
hypothesesimply do notaddressesponse&xecution,of
which namingdurationis a crudemeasure.One might
arguethatdurationeffectsfall outsidethe scopeof these
hypothesesHowever, understandinghe factorsunder
lying responsealurationwill shedlight onthe processes
underlyingresponsenitiation becausehey are,in fact,
both integral parts of the generationof pronunciation.

Therefore,we believe that an integratedaccountof ef-
fectson responsénitiation aswell asexecutionis desir
able. In the GeneralDiscussionwe considerwhattype
of mechanismmightaccountfor thesedata.

The secondimmediateresearchquestionwas, can
subjectsbedrivento respondsubstantiallyfasterthanin
the standardnamingtask? The answeris clearly yes;
in fact, becausdatenciesreliably decreasedy 27 ms
from the B-100 to B-150 conditions, we suspectthat
subjectscould be driven to respondcorrectly at even
shorterlatencies. The point of driving responseso be
fast was generatenamingerrors as a window into the
time courseof phonologicalprocessing.The proportion
of LARC errors(which were mostly regularizationer-
rors) significantly decreasedstempoincreaseddueto
anincreasean the occurrenceof othererrortypes(word
errorsmostnotably). If response# the temponaming
taskreflectedearlier statesof phonologyin the normal
courseof processingthenthe decreasén proportionof
LARCs would seemto be problematicfor both the tri-
angleframeawork andthe dual-routeframework of word
reading.As presentectarlier simulationswith the Plaut
etal. (1996)modelandthe DRC model(Coltheartetal.,
1993)shavedanincreasen regularizationerrorsaspro-
cessingn the modelswashaltedat successiely earlier
pointsin time. However, theseresultscannotbe used
asevidencefor or againsthesemodelsof word reading
without specifyinghow the temponamingtask affects
processing. As a simplification, we useda strict time
criterionin the simulations but the persistencef a fre-
quengy effecton latenciedndicatesthata strict time cri-
terionis incorrect.We returnto thisissuein the General
Discussion.

Experiment2

Experimen® wasintendedo replicateandextendthe
resultsof Experimentl, andto testa routeemphasisac-
countof the error patternin the temponamingportion
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of Experimentl. The temponamingtaskis novel, so
it would be usefulto know if the resultsfrom Experi-
ment1 canbereplicatedwith anextendedsetof stimuli
anda secondyroupof subjects.More importantly how-
ever, we needto explain the decreasen proportionof
LARC errorswith increasedempos. Thusfar, we have
attributed this effect purely to the increasein pressure
for speed. However, the effect could have arisenfrom
stratgic factorsbasedon stimuluscomposition. Recall
that one motivation for this study camefrom a debate
concerningstrategic effectsin word naming. The route
emphasisaccountproposedthat subjectsemphasizeor
de-emphasizeneof the routesbasedn compositionof
thestimuluslist (Monselletal., 1992),whereaghetime
criterion accountproposedthat subjectsadjusta crite-
rion to initiate pronunciationJared,1997;Lupker etal.,
1997).

In Experimentl, subjectsmay have de-emphasized
thesub-leical routebecauseloseto half of all stimuliin
Experimentl containedexceptionalspelling-soundtor-
respondencegnhdprocessingn thespelling-soundoute
will tendto interferewith thepronunciatiorof exception
words. Thefactthaterrorsto LFE wordsdecreasetrom
the first to secondblock in the standarchamingtaskis
consistentvith theideathat subjectsde-emphasizethe
spelling-soundroute as they becamefamiliar with the
stimuluscomposition.To testthis accountwe included
pseudwvordsasstimuli in Experiment2. Following the
logic laid out by Monsell et al. (1992), pseudavords
shouldinhibit de-emphasi®f the spelling-soundoute
sinceit is generallyrequiredto for correctpseudavord
performancelf the decreasén proportionof LARC er
rorsacrosgempoin Experimentl wasdueto a stratajic
de-emphasisf the spelling-soundoute,thenthe effect
shouldbe diminishedwhen pseudavords are included.
If, however, the rate of LARC errorscontinuesto de-
creasewith increasedemposarouteemphasigxplana-
tion would bediscredited.

Methods

Subjects. Thirty-four subjectsparticipatedin the ex-
perimentas part of a requiremenfor an undegraduate
psychologycourse. Subjectsreportedbeing native En-
glish spealerswith normalor correctedvision.

Stimuli. All teststimuli from Experimentl werein-
cluded. In addition, 52 pseudwords were createdby
shufling the onsetsandbodiesof the LFC words(listed
in Appendix A). All 52 pseudwords appearedn the
temponamingtask, but none of theseappearedn the
standardnaming task; an additional 26 pseud@ords
werecreatedio appearexclusively in the standarcham-
ing blocks. Carewastakento avoid pseudohomophones
(e.g., BRANE). Standardnaming and tempo naming
blocksof trialswerecreatedn thesameway asin Exper
imentl. An equalportionof eachstimulustypeappeared
in eachtestblockwithin standarc&andtemponaming,and
fillers were divided equally amongtest blocks as well.
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Therewere 108 fillers in the temponamingtask, and
1/4 of thesewere pseudwords. The standardnaming
andtemponamingpracticeblocks consistedof 10 and
40 fillers, respectiely, and 1/4 of both practiceblocks
were pseudwords. Therefore,1/4 of all stimuli were
pseudavords.

Procedure. Theprocedurevasthe sameasthatin Ex-
perimentl, except subjectswere told that someletter
stringswere not legal Englishwords. As with words,
they wereto nametheseletter stringsasquickly andas
accuratelyaspossible.

Results- Standad Naming

Data Removal. Datafrom 2 subjectswere removed
dueto equipmentfailure, and datafrom 1 item (chic)
was removed as in Experimentl. Pseudword errors
werecateyorizedaswordswerein Experimentl, except
regularizationand mixed were not possible(all pseu-
doword bodiescontainedconsistenspelling-sounctor-
respondences)-urtherdataremoval wascarriedout as
in Experimentl.

Naming Latency Analyses. Therewasareliablemain
effect of stimulus type, F(3,93) = 25, p < .001,
F(3,99)= 11.1,p < .001,but not block, Fs(1,31)< 1,
F(1,99)< 1. Therewasno reliableinteractionof block
andstimulustype, Fs(3,93)< 1, F(3,99)< 1. Pairwise
comparisonsevealeda reliable 18 msfrequeng effect,
F(1,31)= 17, p < .001, K(1,49)= 7.2,p < .01,and
areliable15 msconsisteng effect, Fs(1,31)= 15,p <
.001, K(1,49)= 5.1, p < .05. The overall meanlaten-
ciesof wordscomparedo pseudwordswasalsotested
(a lexicality effect); latenciesto pseudavords were 35
msslowerthanto wordsoverall, andthis differencewas
significant, Fs(1,31)= 36, p < .001, F(1,101)= 24, p
< .001.

Error Analyses. Errorswerecatgyorizedandanalyzed
asin Experimentl. Therewasa reliablemain effect of
stimulustype, Fs(3,93)= 31, p < .001, K(3,99)=
10.4, p < .001, but no main effect of block, Fs(1,31)
< 1, K(1,99)< 1. Theinteractionof block with stimu-
lus wassignificantby subjects F5(3,93)= 2.6, p < .05,
but not by items F(3,99)= 1.7, p > .1. Althoughthe
lackof afully significantinteractionprohibitedpost-hoc
analysesthe cell meansclearly shav a differentpattern
of resultscomparedto Experimentl: whereasasLFE
errorsdecreaseffom block 1 to 2 in Experimentl, they
remainecdconstanin Experiment2, andpseudword er
rorsdecreasedrom block 1 to 2. Plannedcomparisons
shaovedareliable12.8%consistenyg effectonerrorrates,
Fs(1,31)= 59, p < .001, F(1,49)= 15, p < .001,and
areliable 12.9%frequeny effect, F(1,31)= 70, p <
.001, F(1,49)= 14, p < .001. Finally, therewasno
reliablelexicality effect, Fs(1,31)< 1, K(1,101)< 1.
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Figure 8. Meanlatenciesrom the standarcandtemponam-
ing portionsof Experiment asa functionof stimulustypeand
tempo. The dashedines separatehe standarchamingmeans
from thetempomeans.

Frequeng countsof error typesby block were also
analyzed. Cell countswere not significantly different
than their expectedvaluesbasedon row and column
meanscalculatedacrosslevels of block anderror type,
X%(4) = 4.7, p > .2. To comparewith Experimenti,
countswerealsotallied with the pseudavordsremoved,
andthesetoo did not differ reliably from their expected
values, x?(4) = 3.4,p > .5.

Results- TempoNaming

Data Removal. The procedurefor dataremoval was
thesameasthatin Experimentl. Latengy Analyses.

Latency Analyses. Figure 8 graphsmeannamingla-
tenciesas a function of stimulustype and tempo (in-
cludingthe standarchamingmeans).The main effect of
stimulustypewassignificant, F5(3,93)= 15.5,p < .001,
F(3,204)= 3.3,p < .05,aswasthemaineffectof tempo,
Fs(3,93)= 439, p < .001, F(3,612)= 246, p < .001.
The interactiondid not reachsignificance, F5(9,279)=
1.5,p> .1, K(9,612)< 1. Planneccomparisonshoved
thatthe 9 msmaineffectof frequeng effectwasreliable
by subjects, F5(1,31) = 16.3, p < .001, but not items,
F(1,102)= 2.4, p > .1, aswasthe 6 ms main effect of
consisteng effect, Fs(1,31)= 9.7, p < .01, FK(1,102)
= 1.8, p > .1. The 9 ms main effect of lexicality was
reliableaswell, F5(1,31)= 24, p < .001, F(1,206)=
7.0, p < .01. Plannedccomparison®f the tempomanip-
ulation confirmedthat eachsuccessiely fasterlevel of
tempocausedesponseto bereliably fasterthanthepre-
viouslevel: from B-0to B-50, Fs(1,31)=223,p < .001,
F(1,207)= 94, p < .001,from B-50to B-100, Fs(1,31)
= 234,p < .001, F(1,207)= 120, p < .001,andfrom
B-100to B-150, Fs(1,31)= 87, p < .001, K(1,207)=
40, p < .001.

As in Experimentl, theinfluenceof stimulustypeon
latencieswas smallerin the tempo namingtask com-
paredto standardnaming(an 18 ms frequeny effect,
15 ms consisteng effect, and 35 ms lexicality effect,
versus9 ms, 6 ms, and 9 ms effects in tempo nam-
ing, respectiely). Also replicating Experimentl, the
within-condition variability was not significantly differ-
ent betweenthe standardand temponamingtasks(9.5
ms versusl12.6 msrespectiely, within-cell standarder-
rorsaroundthesubjectmean), Fs(1,31)< 1.

The conclusionthat stimuluseffects were attenuated
in temponamingis supportedy the following analyses
(asin Experimentl). First,we removedrepeatedtimuli
(andall pseudawvordssincenoneof thesewererepeated)
from thetemponaminganalysesandthe effectsof stim-
ulus type were essentiallyunchangedalbeit therewas
alossof power by items(all effectsweresignificantby
subjectshut notitems): the main effect of stimulustype,
Fs(2,62)=8.2,p < .01, FK(2,114)=1.3,p > .2,an8
ms frequeng effect, F5(1,31)= 9.1, p < .01, K(1,76)
= 1.3, p > .2, anda 9 msconsisteng effect, Fs(1,31)
=124,p< .01, K(1,76)= 2.2, p > .1. Secondthe
analyse®f block orderandstimulustype onceagainre-
vealedno discernibleeffect of block order Fs(3,93) <
1, F(3,612)= 2.1, p > .1. Third andfinally, we an-
alyzedstandardnaminglatenciesincluding only tempo
namingstimuli (therebyexcludingall pseudaords),and
themaineffectof stimulustypewasstill reliableby sub-
jects, Fs(2,62)=5.7,p < .01, but notby items, F(2,36)
= 1.4,p > .2. Plannedcomparisonshovedthatthe 16
msfrequengy effect (cf. an18 mseffect with all stimuli
included)wasreliableby subjectsonly, Fs(1,31)= 8.8,
p< .01, K(1,24)=2.9,p< .1,aswasthel2msconsis-
teng effect(cf. al5mseffectwith all stimuli), Fs(1,31)
=7.5p< .01, K(1,24)=1.7,p > .2. Takentogether
thesethreeanalysesndicatethatthe decreasedtimulus
effect on latenciesin thetemponamingtaskwasdueto
thetaskitself, ratherthanpracticeor stimulusselection.

Timing Analyses. Figure9 graphaneantiming offsets
asa function of stimulustype andtempo. As in the la-
teng/ analysesthemaineffectof stimulustypewasreli-
able, F5(3,93)= 15.5,p < .001, F(3,204)=2.7,p <
.05, aswasthe main effect of tempo, Fs(3,93)= 86, p
< .001, K(3,612)= 165, p < .001. Theinteractionof
stimulustype andtempowasnot significant, Fs(9,279)
=1.5p> .1, K(9,612)=1.3,p > .2. Planneccompar
isonsshoved that, asin Experimentl, responsesvere
increasinglydelayedfrom tempoat eachstep:B-0 to B-
50, Fs(1,31)= 28, p < .001, K(1,207)= 32, p < .001,
B-50to B-100, F(1,31)= 10.0,p < .01. F(1,207)=
24, p < .001,andB-100to B-150, F(1,31)= 85,p <
.001, FK(1,207)=120,p < .001.

The analysesof timing as a function of initial
phonemen Experimentl supportedhe hypothesighat
subjectdimedtheirresponsebasedntheonsetf voic-
ing. Themainpieceof evidencewasthatresponsewith
voiced non-plosve-initial phonemeswere timed more
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Figure 9. Meantiming with tempofrom Experiment2 asa
functionof stimulustype andtempo.

accuratelythan thosewith unvoiced ones,which were
too fastin the B-0 condition. Timing in Experiment2
was also analyzedas a function of voicing andtempo:
Responseto voiced non-plosve-initial responsesvere
28 ms slower (cf. 23 mseffect in Experimentl) than
the urnvoiced counterparts, Fs(1,31) = 104, p < .001,
F(1,123)= 54, p < .001,andthis effectinteractedwith

tempoin the sameway asin Experimentl, F¢(3,93)=

3.3,p < .05, F(1,123)= 3.5, p < .05. In particular
the voicing effect steadilydecreasedrom a 38 ms dif-

ferencein the B-0 condition,to an 18 msin the B-150
condition. Finally, timing of non-plosve-initial voiced
responsesvas 3 msin the B-0 condition, comparedo

—35msfor theunvoicedresponsesTheseanalysesor

roboratethosefrom Experimentl in shaving that sub-
jectstimedtheir responsebasedn theonsetof voicing,
ratherthanothercandidatesuchastheonsetof acoustic
enepy or the vowel. They alsoshav indirectevidence
of adecreasén namingdurationastempoincreased.

Naming Duration Analyses. Namingdurationanaly-
sesin Experimentl shaved that an increasein tempo
causeda decreasen whole word naming duration for
all initial phonemetypes. Naming durationsin Exper
iment 2 replicatedthe patternfound in Experimentl
(shown in Figure 10: durations,collapsedacrossinitial
phonemedype, steadilyandreliably decreasefrom B-0
to B-150, Fs(3,93)=10.3,p < .001, K (3,612)= 20, p
< .001. The samepatternof effectsheldwhenanalyses
wererestrictedto voicedresponsesF¢(3,93)=4.0,p <
.01, K(3,177)= 6.7, p < .001,aswell asplosive-initial
responsesf(3,93)= 7.3, p < .001, F(3,243)= 11.5,
p < .001. Thefactthatthe namingdurationeffect held
for bothof theaboreinitial phonemeypesindicateshat
therime portionof theresponselecreaseth duration,as
well astheonset.
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Figure 10. Meannamingdurationsfrom the temponaming
portion of Experiment2 as a function of stimulustype and
tempo.

Error Analyses. Figurellgraphsmeanerrorrateasa
functionof stimulustype andtempo(includingstandard
namingmeans). The error rate resultsreplicatedthose
of Experimentl. The main effect of stimulustype was
reliable, Fs(3,93)= 55, p < .001, FK(3,204)= 14.9,
p < .001,aswasthe main effect of tempo, F(3,93)=
13.9,p < .001, FK(3,612)= 17.0,p < .001. Theinter-
action of stimulustype andtempowas non-significant,
Fs(9,279)< 1, F(9,612)= 1.3, p > .2. Pairwisecom-
parisonsshaved that 7.2% increasein erredresponses
to LFE over HFE wordswas reliable, Fs(1,31) = 35,
p < .001, F(1,102)= 12.6,p < .01,aswasthe 7.4%
increasen LFE over HFE errors, Fs(1,31)= 60, p <
.001, F(1,102)= 15.5,p < .001. To testthe extent
to which error ratesincreasedwith tempoas latencies
decreasedi.e., a speed-accurgctradeof), error rates
betweenadjacentlevels of tempowere compared. Al-
thougherrorrateincreasedvith eachincreasen tempo,
only the changerom B-50 to B-100wassignificant(cf.
only the changefrom B-100to B-150wassignificantin
Experimentl): from B-0to B-50, F(1,31)=1.9,p> .1,
F(1,207)= 2.3, p > .1, from B-50 to B-100, F(1,31)
=11.9,p < .01, K(1,207)= 14.2,p < .001,andfrom
B-100to B-150, Fs(1,31)< 1, K(1,207)< 1.

Errorswerefurtheranalyzedy calculatingchi-square
statisticson the frequeng table of error counts, bro-
ken down by tempoby error type (shovn in Table 4).
With LARCs and mixed errors treatedseparately the
overall frequeng countswerenot significantlydifferent
thantheir expectedvaluesin a chi-squardest,basedon
row andcolumnmeans, x2(12) = 17.8,p > .1. How-
ever, whenthesetwo errortypeswerecombinedthechi-
squaretestwassignificant, x?(9) = 16.7,p < .05. The
purposeof analyzingerror typesherewasto compare
themwith the analogousanalysesn Experimentl. In
particular we wantedto know whetherthe proportionof
LARC errorsfell astempoincreasedasthey did in Ex-
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Figure 11. Meanerror rates(proportionof errors)from the
standarcandtemponamingportionsof Experimen® asafunc-
tion of stimulustype andtempo. The dashedlines separate
standarchamingmeansrom thetempomeans.

perimentl), so we conductedhe M-H chi-squaretest.
The M-H testwas significantwhencomparingword er-
rors, LARCs, andmixed errorsfor all stimuli, x3(1) =
5.6,p < .05(LARCsandmixederrorsseparated)x(1)
= 8.3, p < .01 (combined). The M-H was significant
alsowhen pseudwords were excludedfrom the analy-
sisto comparewith the correspondingesultsof Experi-
mentl, x%(1) = 4.4, p < .05 (separated) x?(1) = 6.2,
p < .05 (combined).Finally, asin Experimentl, most,
but not all, LARC errorswereregularizations.In addi-
tion, the proportionof regularizationsdid not changeas
a function of tempo. In orderof increasingtempo,the
regularizationcountswere 24, 23, 21, and 20, andthe
non-regularizationcountswere4, 3, 10, and5.

Discussion

Overall, the resultsof Experiment? replicatedthose
of Experimentl. Tempoagainhada stronginfluenceon
responséatenciesanderrorrates(i.e.,it inducedsubjects
to incrementallytradeaccurag for speed)but subjects
did notfully keeppacewith thetempoatthefasterrates.
Timing analyseshavedagainthatsubjectsaattemptedo
timetheirresponsebasedntheonsetof voicing, rather
thanthe onsetof articulationor of the vowel. The fre-
gueny effect was diminished(but reliable) from stan-
dard to tempo naming, as was the consisteng effect.
Naming durationanalysesagainshoved that durations
decreasewith increasedempo.

Two differencedetweertheresultsof Experimentsl
and2 werethat 1) the consisteng effect was morereli-
ablein boththe standardandtemponamingportionsof
Experiment2, and2) theaccurag of namingLFE words
droppedfrom thefirst to secondblock of standarcham-
ing in Experiment2, whereasthe accurag of naming
pseudavordsincreasederrorproportionsdid not signifi-
cantlychangeén thestandaradhamingblocksfrom Exper

iment1. Theseresultsseemto indicatethatassubjects
sav moreandmorepseudaordsduringthefirst block of
standarchaming,they emphasizedhe sub-lical route
(and/orde-emphasizethelexical route)to facilitatepro-
cessing.On the otherhand,the route emphasisypoth-
esisalso predictsthat LARC errorsshouldincreaseas
subjectstrade speedfor accurag. To the contrary the
proportionof LARCs droppedwith increasesn tempo,
replicatingExperimentl.

Taken togethey the resultsfrom Experimentsl and
2 provide moreevidenceagainstthe routeemphasisy-
pothesisasan explanationof the error patternsfoundin
the temponamingtask, but the resultswere mixed. In
Experiment3, we conducteda further testof the route
emphasigxplanation.

Experiment3

If stimuluscompositioncancausesubjectsto prefer
entially emphasiz¢he sub-leical route(aswashintedat
in the patternof errorratesin the standarchamingpor-
tion of Experiment2), then perhapsthe strongestway
to encouragesub-leical emphasisvould be to present
subjectswith a stimulus block consistingof all non-
homophonicpseudavords. Theseitems shouldrely al-
most exclusively on the sub-leical processingroute.
Theproblemwith usingblocksof all pseudavordsis that
therewould be no opportunityto obsene LARC errors
(i.e., for pseudwvordswith inconsistenbodies,all alter
native pronunciationsshouldbe consideredegitimate).
The proportionof LARC errorssened asa measureof
emphasigplacedon the sub-leical routein Experiments
1 and2. A stimulusblock of all pseudavords canstill
be useful,however, becauseve caninsteadook for evi-
denceof de-emphasisf thelexical route.

In particular if word errorsto pseudword tarmgets
arise atleastin part,from processingn thelexical route,
thensucherrorsshoulddecreasén proportionwhenthe
lexical routeis de-emphasizedsomparedo the propor
tion of word errorsfoundin Experimentsl and?2. Alter-
nately if thelexical routeis notde-emphasizeith ablock
of all pseudavords,thenthe rate of word errorsshould
be approximatelyequalto that found in Experimentsl
and2. We testedthesetwo possibilitiesin Experiment3.

Methods

Subjects. Thirty-six subjectgarticipatedn theexper
imentaspartof arequiremenfor anundegraduatesy-
chology course. Subjectsreportedbeing native English
spealerswith normalor correctedvision.

Stimuli. Out of the 52 pseudwords from Experi-
ment2 (all createdby mixing LFC onsetsand bodies),
48 wereincludedin Experiment3. The onsetsandbod-
ies of an additional48 LFE words and 48 HFE words
from Experimentsl and2 were mixedto createan ad-
ditional 96 pseudwords, for a total of 144 test pseu-
dowordsin Experiment3 (all testpseudavordsaregiven
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Tablke4

Frequencycountsof errors in the standad and temponamingtasksin Experiment, categorizedby error typeand

tempo(for thetemponamingtask).

Std 0 -50 -100 -150 Total

LARC 25 28 26 31 25 110
a7.7) (14.9) (12.8) (9.0) (12.9)

Word 31 63 70 108 128 369
(39.9) (40.2) (44.4) (46.0) (43.3)

Mixed 14 16 18 17 21 72
(10.1) (10.3) (7.0) (7.6) (8.4)

Nonword 48 39 39 54 57 189
(24.7) (22.4) (22.2) (20.5) (22.2)

Articulatory 17 12 21 33 47 113
(7.6) (12.1) (13.6) (16.9) (13.3)

Total 135 158 174 243 278 853

Note: Frequeng counts were dravn from 3328 test responsedor standardnaming (104 per subject), and

1664pertempoblock (52 persubjectperblock).

in AppendixB). An additional50 pseudavordswerecre-
atedfor the standarchamingtaskin orderto measurea
baselinenaminglateng for eachsubject.Standarcham-
ing and temponamingblocks of trials were createdin
the sameway asin Experimentsl and2. An equalpor-
tion of eachpseudword type (i.e., thosecreatedfrom
LFC, LFE, or HFE words) appearedn eachtestblock
within temponaming, and fillers were divided equally
amongtestblocksaswell. Therewere 40 pseudword
fillers in thetemponamingtaskand2 pseudwordfillers
in the standardhamingtask. The standardhamingand
tempo naming practice blocks consistedof 10 and 40
pseudwordfillers, respectiely.

Procedure. Theproceduravasthe sameasthatin Ex-

perimentl, except subjectswere told that noneof the
letter stringswould make legal Englishwords. Subjects
were instructedto nametheseletter strings as quickly

andasaccuratelyaspossible.

Results- Standad Naming

Data Removal. Datafrom 4 subjectswere removed
dueto equipmenfailure. Furtherdataremoval wascar
ried outasin Experimentsl and?2.

Naming Latency Analyses. Meanlatenciesvereana-
lyzedasa functionof block. A 15 msincreasdn mean
latengy from block 1 (538 ms)to block 2 (553 ms) was
notsignificant, F5(1,31)=1.8,p > .1, K(1,49)< 1.

Error Analyses. Errorswerecatgyorizedandanalyzed
asin Experimentsl and2. For pseudavordswith incon-
sistentword bodies,all legitimate spelling-sounctorre-
spondencesvere codedascorrect. A 2.1%increasean

error rate from block 1 (4.2%) to block 2 (6.3%) was
not significant, F5(1,31)= 2.5,p > .1, FK(1,49)< 1.

Countswere not reliably different than their expected

valuesbasedon meanscalculatedacrosdevels of block
anderrortype, x%(2) < 1.

Results- TempoNaming

Data Removal. The procedurefor dataremoval was
thesameasin Experimentsl and2 (therewasno oppor
tunity for LARC errors).

Latency Analyses. Figurel2 graphsmeannamingla-
tenciesfrom the standardandtemponamingtasksasa
functionof tempoandstimulustype. Tempoonceagain
had a stronginfluenceon responsdatencies, Fs(3,93)
= 345, p < .001, F(3,423)= 166, p < .001, but the
main effect of stimulustype was significantly reduced
comparedio Experimentsl and2, F(2,62)= 3.4, p
< .05, F(2,141)< 1. Theinteractionof stimulustype
andtempowasnot significant, F5(6,186)< 1, F(6,423)
< 1. Plannedcomparisonsshaved that the “pseudo-
frequeng” effect (i.e., latenciesof pseudavordscreated
from HFE versusLFE words)wasnotreliable, Fs(1,31)
=2.8,p> .1, F(1,94)< 1, but the pseudo-consistegc
effectwasreliableby subjects,F5(1,31)= 6.4, p < .05,
F(1,94) < 1. Plannedcomparisonf the tempoma-
nipulation confirmedthat eachsuccessiely fasterlevel
of tempocausedesponseto be reliably fasterthanthe
previous level: from B-0 to B-50, Fs(1,31)= 187, p
< .001, F(1,241)= 61, p < .001, from B-50 to B-
100, Fs(1,31)= 128, p < .001, F(1,141)= 46, p
< .001,andfrom B-100to B-150, Fs(1,31)= 150, p
< .001, F(1,141)= 71, p < .001. The small, par
tially reliable pseudo-consistegceffects was presum-
ably duetheambiguousspelling-soundorrespondences
thatthesestringscontained(e.g.,BOST canrhymewith
COST or MOST; Glushlo, 1979; Seidenbay, Plaut, Pe-
tersenMcClelland,& McRae,1994;Tarabar& McClel-
land,1987).
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Figure 12 Meanlatenciefrom the standarcandtemponam-
ing portionsof Experiment3 asa functionof stimulustypeand
tempo.Thedashedinesseparatastandarchamingmeansrom
thetempomeans.

W0 #-50 £3-100 £3-150

60

45 1

w
=]

Timing (ms)
=
(4]

o
L

-

-15 +

-30

Pseudo Hi Exc Pseudo Lo Exc Pseudo Lo Con

Figure 13. Meantimingswith tempofrom Experiment3 asa
functionof stimulustypeandtempo.

Timing Analyses. Figure 13 graphsmeantiming off-
setsas a function of stimulustype and tempo. As in
the lateny analysesthe main effect of stimulustype
wasonly reliableby subjects, F(3,62)= 3.4, p < .05,
F(2,141)< 1. In addition,the maineffect of tempowas
significantby subjectsanditems, Fs(3,93)= 26, p <
.001, F(3,423)= 53, p < .001,andtheinteractionwas
notsignificant, Fs(6,186)< 1, F(6,423)< 1. Planned
comparisonshovedthat,asin Experimentsl and2, re-
sponseswvere increasinglydelayedfrom tempoat each
step:B-0to B-50, Fs(1,31)= 18,p < .001, F(1,141)=
25, p < .001,B-50to0 B-100, Fs(1,31)= 16.0,p < .01,
F(1,141)= 20, p < .001,andB-100to B-150, Fs(1,31)
=2.9,p>.1, F(1,141)=5.9,p < .05.

Timing analysesvere againconductedas a function
of initial phonemecharacteristic$o testthe hypothesis
thatsubjectsattemptto time theirresponsebasednthe
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Figure 14. Meannamingdurationsin the temponamingpor-
tion of Experiment3 asafunctionof stimulustypeandtempo.

onsef voicing. As in Experimentd and2, responseto
voiced, non-plosve stimuli werereliably slower (32 ms
difference)thanthoseto urnvoiced, non-plosve stimuli,
Fs(1,31)= 68, p < .001, F(1,85)= 44, p < .001,and
this effect interactedwith tempo,albeit reliableonly by
subjects, F5(3,93)= 3.3, p < .05, F(3,255)= 2.0, p
> .1. In particulat the voiced effect steadilydecreased
from a40msdifferencein theB-0 condition,to an24ms
in the B-150 condition. Finally, timing of voiced, non-
plosive itemswasO msin the B-0 condition,compared
to —40 msfor unvoiced,non-plosve responses.

Naming Duration Analyses. Namingdurationanaly-
seswereagainconductedo shav thattheentireresponse
decreaseth durationastempoincreasedratherthanjust
theinitial phoneme.The resultsreplicatedthoseof Ex-
perimentsl and2 (shavn in Figure 14: Namingdura-
tions,collapsingacrossnitial phonemeype,steadilyde-
creasedrom B-0 to B-150, F(3,93)= 5.3, p < .01,
F(3,423)= 16.8, p < .001. The samepatternof ef-
fectsheldwhenanalysesvererestrictedto voiced,non-
plosive pseudwords, F5(3,93)=2.8,p < .05, K(3,117)
= 6.3, p < .001,aswell asplosive-initial pseudavords,
Fs(3,93)=4.0,p < .01, K(3,165)=5.6,p < .01. The
factthatthewholeresponsa&urationeffectheldfor both
of theabove initial phonemeypesindicateghattherime
portionof the responselecreaseth duration,aswell as
theonset.

Error Analyses. Figurel5graphameanerrorratesfor
the standardand tempo portionsof Experiment3 asa
functionof stimulustypeandtempo.Errorratesagainin-
creasedistempoincreasedindicatinga speed/accurgc
tradeof, F5(3,93)=5.4,p< .01, F(3,423)=8.8,p<
.001.However, unlike naminglatenciesgrrorrateswere
only mamginally affectedby stimulustype, F(2,62)=
2.7,p< .1, K(2,141)< 1. Theinteractionof stimulus
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Figure 15. Mean error ratesfrom the standardand tempo
namingportionsof Experiment3 asafunctionof stimulustype
andtempo.

type and tempowas also not significant, Fs(6,186)=
1.3,p> .2, K(6,423)= 1.4,p > .2. Error ratesgener
ally increasedvith eachincreasen tempo,but noteach
increasewnasreliable: from B-0 to B-50 wasnot signifi-
cant, Fs(1,31)< 1, F(1,141)< 1, from B-50to B-100
wasreliableby itemsbut not subjects,F5(1,31)= 1.9, p
>.1, F(1,141)= 3.9, p < .05,andfrom B-100to B-150
wasfully reliable, F5(1,31)=5.9,p < .05, K(1,141)=
4.2,p < .05.

Error countsasa functionof errortypeandtempoare
presentedh Table5. To thecontraryof therouteempha-
sishypothesisthe proportionof word errorswasgreater
in the currentexperiment(53%)thanin the previoustwo
(40%in Experimentl and43% in Experiment2). Fur
thermore,the rate of increasein word errorsas tempo
increasedvas approximatelyequalto that for nonword
errors, as was the casein Experimentsl and2. The
M-H testfor trend was significant, x(1) = 4.8, p <
.05, but inspectiorof thecolumnpercentshavsthatthis
wasdueto agreaterateof increasan articulatoryerrors
acrosgempo,comparedo word andnonword errors.

Discussion

The results of Experiment3 were consistentwith
thoseof Experimentsl and2. Timing analysesagain
suggestedhatsubjectgime their responsesvith the on-
setof voicing in the temponamingtask. Furthermore,
thenumberof word, nonword, andarticulatoryerrorsas
afunction of tempowerecomparableo thoseof Exper
imentsl and?2: they all steadilyincreasedistempowas
increasedIf therouteemphasidiypothesisvascorrect
in accountingfor the constantnumberof LARC errors
acrosgemposin Experimentsl and2, thenoneshould
alsoexpecta decreasén the numberof word errorsin
Experiment3, which includednothingbut pseudavords.
The resultsfailed to supportthis prediction. Thereare
two assumptionso benotedbeforeconcludingthatroute

emphasisvas not the causeof error patternsin Experi-
mentsl through3.

First, Tabossiand Laghi (1992) have suggestedhat
in English,subjectsmay be unableto de-emphasizéhe
lexical route. If thisis the case thenExperiment3 does
not bearon the route emphasisxplanation. However,
evenif the lexical route cannotbe de-emphasizedyne
would not expectan increasein the influenceof lexical
knowledgein Experiment3, asa functionof tempo.We
did, in fact, find a significantincreasan word errorsas
afunction of tempo,so the studyby TabossiandLaghi
(1992)would notseemo beanissue.Thislogic restson
the interpretationof word errorsasarising from lexical
knowledge,but they may have occurredby chance(e.g.,
faulty visual or articulatoryprocessing).

We addressedhis ambiguity by estimatingthe rate
of chanceword errorsin Experiment3. Determining
chanceerror ratesis a difficult problemsinceone must
take into consideratiorthe specific stimuli and condi-
tionsof theobsenederrors(e.g.,neighborhoodlensity),
the typesof errorsthat are possible(e.g.,only phoneti-
cally legalerrorsareallowed),aswell asary errorbiases
thatmaybeindependentf alexical bias(e.g.,in speech
production,nitial consonantaremorelikely to produce
errorsthanfinal ones;Dell, 1988;Schwartz& Goffman,
1995).We empiricallydeterminedachanceerrorratefor
the stimuli in Experiment3, usingthe mostconserative
methodthatwe coulddevisegivenourintentions.

We first estimatedthe frequeng of occurrenceof a
large numberof phonologicalkerrortypes(e.g.,position-
dependenphonemesubstitutionsdeletions,insertions,
andtranspositionspasedon the obsered errorsin Ex-
perimentsl through3. We thenappliedeachphonolog-
ical error type (when applicable),weightedby the fre-
gueng estimatesfo eachtestitem, therebygenerating
a set of possibleerror instances. Our estimateof the
chancefrequeng of word errorswas the proportionof
errorsthat formedlegal Englishwords out of the setof
empirically determinedpossibleerrors. This methodis
conserative becausehe estimatedate of eachphono-
logical error type is determinedbasedon all obsened
errors(i.e., including word errors); theseestimateswill
thereforeincludeary reallexical biaseshat may corre-
latewith phonologicabiaseqe.qg.,initial consonansub-
stitutionsmay causemoreword errorsthanfinal conso-
nantsubstitutions).The chanceestimateof the word er-
ror ratefor Experiment3 was28%1¥heobseredrateof
word errorswas 53%, which was significantly different
thanchancet(27)= 8.1,p < .001by subjects}(120)=
6.9,p < .001by items).

' As a comparison,Garrett (1976) and Dell and Reich
(1981) estimatedthe chanceoccurrenceof word errorsin
speechproduction (i.e., within phrasesand sentences)and
their estimatesvere33%and40%,respectiely. Notethatdif-
ferenttype of errorscan and do occurin speechproduction
versusword naming(e.g.,transpositiondetweerwords;“barn
door” goesto “darn bore”), so one shouldnot necessarilyex-
pecttheseestimateso match.
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Table5

Frequencycountsof errors in the standad and temponamingtasksin Experiment3, categorizedby error typeand

tempo(for thetemponamingtask).

Std 0 -50 -100 -150 Total

Word 38 46 11 51 68 206
(63.0) (51.3) (48.1) (51.5) (52.7)

Nonword 39 23 33 45 43 144
(31.5) (41.3) (42.5) (32.6) (36.8)

Articulatory 8 4 6 10 21 41
(5.5) (7.5) (9.4) (15.9) (10.5)

Total 85 73 80 106 132 391

Note: Frequeng countswere dravn from 1600 test responsedor standardnaming (50 per subject),and 1152

pertempoblock (48 persubjectperblock).

In summarythe assumptionshat de-emphasisf the
lexical routeis possiblein English,andthatlexical pro-
cessexontritutedto the obsered rate of word errors,
bothseenjustified. Thereforetheproportionof worder-
rorsobsenedin ExperimenB standsasindirectevidence
againstthe route emphasisexplanationof the patternof
LARC errorsfoundin Experimentsl and?2.

GeneralDiscussion

We settwo goalsat the beginning of this study: 1)
to formulatea more explicit mechanisnof control over
responséiming, and2) to formulatea hypothesisof how
pressurdor speedelatesto thetime courseof process-
ing. The resultsfrom Experimentsl through3 canbe
summarizedsfollows:

e Subjectsverelargely ableto entrainresponseéniti-
ationto anexternaltempo.

e Stimuluseffectson latenciesvereattenuatedn the
tempo namingtask, comparedto the standardnaming
task.

e Thetempomanipulationinducednaminglatencies
thatweresubstantiallyfasterandsignificantlymoreerror
pronethanin the standarchamingtask.

e Namingdurationsdecreasedstempoincreased.

e Therateof LARC errorsdid notincreasevith other
error typesastempoincreased.This resultwas not at-
tributableto a de-emphasisf the sub-leical route.

e Subjectgimedtheir responsewith the onsetvoic-
ing. This finding is orthogonatto the issuesat hand,so
we do not consideiit further.

The tempo naming resultsshaved clearly that sub-
jects have some mechanismof responseiming avail-
able to them. Moreover, the mechanismthat controls
responseénitiation seemso be tightly coupledwith re-
sponsexecution;thetaskwasto time responsénitiation
with the tempo(andfeedbackwasbasedon this alone),
yetresponselurationsshortenedlongwith latenciesin
conjunctionwith a modelof word reading,onemight be
ableto formulateatime criterionmechanisnthatcanac-
countfor thelateng anderrorresultsof thetemponam-
ing experiments.However, atime criterionalonehasno
intrinsicimplicationsfor responselurationssoit cannot

accountfor durationresults.

We proposean alternatesxplanationthatis motivated
by the evidencefor a couplingof responsénitiation and
responsexecution. Justasthetempoinducedcompres-
sion of the responsdrajectory we hypothesizethat it
alsoinducedcompressiomf the processindrajectoryin
thewordreadingsystem.Stratayic controlover response
timing doesnot manipulatethe stoppageof the normal
courseof processingit changeshe courseof processing
itself suchthata responseanbeinitiated at the desired
point in time. This property of accelerategrocessing
can be instantiatedin a connectionistnetwork by ma-
nipulatingthe input gain to processingunits (Cohen&
Senan-Schreiber1992; Kello, Plaut, & MacWhinng,
in press;Nowlan, 1988). Input gainis a multiplicative
scalingfactoron the netinput to processingunits (it is
equialentto the inverseof temperaturen Boltzmann
machinesAckley, Hinton, & Sejnavski, 1985). The ef-
fectof gainon unit outputsdepend®n their outputfunc-
tions. Considerthe commonlogistic functionin a pro-
cessingunit, a;, that updatesits outputin continuous
time,

a[j’[] = 1 i @)
1+exp(—X'y)

Wherex[jt] is the netinput to unit a; attimet, andy
is the input gain. For the logistic, input gain senesto
sharper(for largevaluesof y) or flatten(for smallvalues
of y) the effect thata changein the netinput hason the
output. For high valuesof gain, small changesn the
netinput to a unit canbe sufficient to move the output
between0 and1. For low valuesof gain, large changes
in thenetinputarenecessaryo have acomparableffect
onaunit’'soutput.

Raisingtheinputgainon unitsin anetwork canaccel-
erateprocessingecauseetinputscanchangeunit out-
putsin asmallernumberof time steps With anon-linear
activation function and interactionsamong processing
units, the modulationof gain canreversethe asymptotic
statesof units. Dependingon how units statesareinter-
preted this cancorrespondo a qualitatvechangean net-
work behaior. Kello etal. (in press)have demonstrated
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both of thesebasiceffectsin an abstract,connectionist
modelof informationprocessing.

In additionto the coupling of responsdatenciesand
durations,how might the manipulationof input gainin
a connectionistmodel of word readingaccountfor the
otherfindingsfrom thetemponamingexperiments?The
two mostrelevantresultsto considerare 1) the attenua-
tion of stimuluseffectson latenciesand?2) the patternof
errors.Thefirstfalls naturallyout of thefactthatacceler
atedprocessearecompresseth time. Otherfactorsbe-
ing equal,asoverall processindimesareshortenedary
differencesn processindimesacrossconditionsshould
alsobeshortened.

With regardsto the error results,thereare two find-
ingsto accountfor: 1) the overall increasen error rate
with increasedemposand?) thecorrespondingncrease
in the rateof all errortypesexceptLARC errors. First,
Kello etal. (in presshave shaovn thathighlevelsof gain
cancausea generallossin accurag. This canoccurif
increasedjain amplifiesary noisein processingor if
therelativetiming of unit outputtrajectoriess disturbed.

With regardsto the secondfinding, let us consider
the rate of occurrenceof eacherror type as a function
of tempo. In all three experiments,the rate of word,
nonword, andarticulatoryerrorsall increasedvith faster
tempos,while the rateof LARC errors(in Experiments
1 and2) remainedconstant.We assumehatinput gain
is be manipulatedacrossall processinginitsin a model
of word reading. This is a logical extensionof our hy-
pothesighatinternalprocessearecoupledto motorpro-
cesses.Giventhis, it is straightforvard to explain the
increasan nonword andarticulatoryerrors. A primary
sourceof articulatoryerrorsis lik ely to bewithin thepro-
cesseghat map phonologicalrepresentationso motor
commandsAs gainis increasedvithin theseprocesses,
the rate of articulatoryerrorsshouldincrease. Analo-
gously a primary sourceof nonword errorsis likely to
bewithin phonologicalprocessege.g.,phonotacticon-
straints),so as gain is increasedwithin phonology the
rateof nonword errorsshouldincrease.

By this logic, a primary sourceof word and LARC
errorswould be a dysfunctionin the mappingfrom or-
thographyto phonology(althoughphonologicalandor-
thographic/visuaprocessesnay also contritute). The
abore-chancdncreasen word errors,coupledwith the
constantrate of LARC errors, suggestghat increased
temposcauseda proportionalamplificationof the influ-
enceof lexical knowledgeversussub-leical knowvledge.
How might anincreasen the level of gainin a connec-
tionist model of word readingcausesuchan effect? In
the triangle framework, lexical knowledgehasits influ-
enceprimarily through semantics whereassub-leical
knowledgeis storedprimarily in theweightsbetweeror-
thographyandphonology Therefore to accountfor the
constantrate of LARC errors,anincreasdn input gain
would have to emphasizehe contritution of semantics
over sub-leical knowledge.
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We hypothesizethat gain would have this effect due
to thearbitrarynatureof therelationshipbetweerseman-
ticsandphonologyrelativeto thesystematicelationship
betweerorthographyand phonology Overall, networks
have atendeng to mapsimilar inputsto similar outputs.
This propertyfacilitatesthe mappingfrom orthography
to phonologydueto the systematicityin their relation-
ship, andtherefore the weightsbetweenthesetwo lev-
elsof representatiodo not have to grow very largedur-
ing learning. By contrast,the non-systematicelation-
ship betweensemanticsand phonologyrequireslarger
weightsto overcomethe biasfor similar inputsto pro-
ducesimilar outputs. Input gain is multiplicative with
respecto weight magnitude but the contributionsfrom
differentincomingweightsareadditive with respecto a
recewing unit's netinput. Thereforeanincreasen gain
will amplify theinfluenceof largerweightsover smaller
weights. Given that weightsfrom semanticgo phonol-
ogy arelargerthanthosefrom orthographyto phonology
onemightexpectanincreasen inputgainto amplify lex-
ical knowledgeover sub-leical knowledge.

It remainsto be seenwhether in a full-scale model
of word reading,the manipulationof input gain canbe
demonstratedo have the propertiesarguedfor above.
Preliminary simulationshave beenencouragingKello
& Plaut,1998), and a full treatmentof theseissuesis
thetopic of ongoingwork (Kello & Plaut,1999).

StimulusBlocking and Input Gain

Part of the motivation for the tempo namingexper
imentswas the proposalof a time criterion to account
for someeffectsof stimulusblocking found by Lupker
etal. (1997)andJared(1997). We have arguedthatit is
difficult to accountfor the temponamingresultswith a
time criterion,andwe have proposedhegainhypothesis
asanalternatve. To whatextentcanthe gainhypothesis
accounffor stimulusblockingeffects?

As a mechanisnto accountfor stimulusblocking ef-
fects,input gainis actuallyin the samespirit asa time
criterion. Both accountsaredistinguishedrom theroute
emphasidiypothesisn thatthey eacharguefor strateic
control over responsenitiation ratherthanthe process-
ing of individual routes. Furthermore poth hypotheses
proposethata responseriterionis shiftedasa function
of stimulusdifficulty; asstimuliin ablock becomemore
difficult, on average the responseriterion will shift to
a more conserative setting. As explained abore, the
key differencebetweenthesetwo hypothesess the ex-
act mechanismunderlyingthe responsecriterion. The
time criterionhaltsthe normaltrajectoryof processingt
aparticularpointin time, whereasnput gainaccelerates
or deceleratethetrajectoryof processing.

This differentiateghe two hypothese#n how predic-
tionsaremadebasedn lateng datain stimulusblocking
experiments.Lupker et al. (1997)andJared(1997)use
meanlatenciesin the pureblocksconditionsasa direct
measuref therelative positioningof the time criterion,
andthey usethismeasureo predictmeanlatenciesn the
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mixed blocks. For example,Lupker et al. (1997)found
thatthe meanlateng of a pureblock of high frequeng
consistent(HFC) words was fasterthan that of a pure
block of pseudavords. They interpretthis differencein
meanlatenciesasindicatingthat the time criterion was
setmoreconseratively in pseudavord block thanin the
HFC block. Thetime criterion hypothesisstipulateghat
amiddling time criterion shouldbe setin a mixed block
of bothpseudwvordsandHFC words. Thereforethehy-
pothesispredictsanincreasen HFC latenciesanda de-
creasen pseudword latenciesin the mixed block; this
is whatthey found.

The gain hypothesiscan make the sameprediction,
but one must interpretthe pure block latenciesin the
contet of atheoryof the mappingfrom orthographyto
phonology This is becausdatenciesare a function of
gain in conjunctionwith stimulustype, and the effect
of stimulustype on latenciesis determined(at leastin
part) by one’s theoryof how orthographyis mappedto
phonology Strictly speakingthisis alsotrue of thetime
criterionhypothesisasdiscussedn the Introduction la-
tenciescannotbe a function of the time criterion alone
becausehis would predict no stimulus effects. How-
ever, the contribution of thetime criterionto latencieds
someavhatindependentf the mappingfrom orthography
to phonology whereasyainexertsits influenceon laten-
ciesvia this mapping. The currentstudydoesnot make
claimsabouthow orthographyis mappecdto phonology
(i.e., we are not presentinga theory of word reading
here), so we cannotquantitatvely determinehow well
the gain hypothesiscan accountfor the relevant stim-
ulus blocking effects. However, qualitatively speaking,
gainis very similarto atime criterionasa mechanisnof
strategic control,soit will have asimilar setof problems
andbenefits.

OtherUsesof Input Gain

Input gainhasbeenusedasasa mechanisnof strate-
gic control in other studiesaswell. In oneline of re-
search,gain hasbeenusedas a mechanisnof control
over the influenceof contetual information on stimu-
lus processing{Cohen& Senan-Schreiber1992). In
that study a connectionistmodel of Stroop phenom-
enawas presentedn which the role of two processing
units wasto provide taskinformation (contet, i.e., one
unit representedhe color namingtask, the otherrepre-
sentedheword namingtask). Theinput gainof the task
units (mathematicallyequivalentto the gain parameter
usedin the currentstudy) was manipulatedo simulate
the hypothesizedole of the neurotransmittedopamine
in pre-frontalcortex. A large body of neurophysiolog-
ical evidencehasindicatedthat dopaminemay modu-
late the gain of postsynaptidnput summationin PFC
(aswell asotherareas;seeCohen& Senan-Schreiber
1992),andthey view thefunction of the pre-frontalcor-
tex asthemaintenancef taskandsituationcontet. Fur-
thermore,other studieshave shown that the regulation
of dopamineis impairedin schizophrenic{Cohen &

Senan-Schreiber1992). Therefore,the modulationof
gainin their model sened to simulationnormalversus
schizophrenigperformancén Stroopandrelatedtasks.
In astudymoresimilarto the currentone,Kello etal.
(in press)conductedtwo Stroop color naming experi-
mentsto examinethetemporalelationshipbetweercog-
nitive processingndovert articulation. They foundthat
assubjectswere pressuredo respondfaster(by thein-
troductionof a deadline),the effect of Stroopinterfer
encebled over from naminglatenciesto namingdura-
tions. Justasin thecurrentstudy inputgainwasinvoked
asamechanisnto strategically control the speedof re-
sponsenitiation. Theauthorgpresente@nabstractcon-
nectionistmodel of information processingvhich cap-
turedthebasiceffectof thedeadlinen their experiments
by manipulatingtheinput gainto processingunitsin the
network. Relevantto thetemponamingexperimentsan
increasdan gain causedboth responsdatenciesand du-
rationsto shortenin the network. The efficacy of input
gain asa mechanisnof control over responsespeedin
the studyby Kello etal. (in press)is evidencethatinput
gainmayaccounfor thetemporesults andmaydevelop
into amoregenerakheoryof cognitive control.
ThecurrentstudyandtheKello et al. (in press)study
invoked gainasa mechanisnof controlover processing
speedwhereaghe Cohenand Senan-Schreibef1992)
studyinvoked gainto modulatethe influenceof certain
information on stimulus processing. Theseare differ-
entinterpretation®f thespecificrole thatgainplays,but
they bothtreatgainasa mechanisnof strateyic control.

Conclusions

We introducedthe temponamingtaskto investigate
mechanism®f responsdiming, andto provide a new
empiricalwindow into the time courseof phonological
processingn word reading. The resultsof threetempo
namingexperimentsvereinterpretedasevidenceagainst
the useof atime criterionasthe mechanisnof response
timing in temponaming.With regardsto thetime course
of phonologicalprocessingfasttemposcausedan in-
creasein all error typesexceptLARC errors. This re-
sult was interpretedas evidencethat the influence of
sub-leical knowledgeon themappingfrom orthography
to phonologyis reducedunderpressurdor speedede-
sponding.We proposedhatinput gain,asa mechanism
of controlover processingpeedn thewordreadingsys-
tem, can potentially accountfor the temponamingre-
sults. Whetherinput gain canprovide a generaltheory
of strateyic control over processings a topic for future
studies.
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Table6 AppendixA — Stimulifrom Experimentd and 2
StandardNaming TempoNaming
HFE LFE LFC Pseudo HFE LFE LFC Pseudo
break breast brunt brish blood blown bloke blisp
both bush bum bax both bush bum bift
friend frost fret frope break breast brunt brote
full flange flask flade broad plaid plod plake
gone guise grope gret come caste cask cet
have hearth hark hoam cost comb coal cipe
low limb lisp lask dead dough dole dest
put pear pest pag death deaf desk detch
source suede swish swench done drought dank dit
want wand wit weke door doll dolt doan
what wad wax wub foot flood flake flain
where wool wade wibe four flown float flill
word womb wane wuff friend frost fret frask
are ere eke ean full flange flask flod
dog cache crag crelp give glove glum glane
his swath swoon swunt gone guise grope grole
hour rouge rune roon good gong gob gade
none mule mend mest great grovn groan grig
once wharf whelp whark gross ghoul goon gax
there chic shrub shrane have hearth hark hait
warm wolf wilt wune head hind hitch hame
watch rouse roam rilt heard hook hump hink
whom vise vibe vit key cough cuff coom
whose farce fluff flisp learn leapt letch lesk
worth swamp stench stend lost loath lobe loke
your wan wean wum love lose loom luff
low limb lisp lum
month mourn munch meep
most mould mole mell
move mow moan mick
poor pint pine pank
put pear pest pite
said swap swig swask
says spook spurt spole
shall shoe shame shump
shav shove shell shunch
some sev sole surt
son steak stain stine
source suede swish swobe
stood suae swill swope
through threat thrift thrish
touch tomb tote tunt
truth trough trite tritch
two tread trait troat
want wand wit wark
war wart wink woal
were worm wick woan
what wad wax wob
where wool wade wole
word womb wane wolt
work wasp wipe woon
would warp weep wum

Note: Pseudwords only appearedn Experiment2.

of errors.

“Chic” was remaoved from the analysesdue to an inordinate number
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Table7 AppendixB — Stimulifrom Experimen

Std. Tempo Std. Tempo

HFE LFE LFC HFE LFE LFC
swant bloor blad blift losh mave mough murt
wug bood bost bope loup mork pleaf pale
blan breat broul brole mape pead pove pank
blig brone cearth cark meeb pone pown shain
boog cays cong cobe morp pood sarp shig
brear diend cood dest murp sall shart spoan
cag dord deak disp pleam seard shint stell
cowve dource deast dit poot shouch sook sunt
dait dut duave flane sak sood sourn swax
dier fost flaste fletch shap sove spavn swole
diz foth flomb fline shink stost swand tait
domg fough flove fritch soop sull thromb throke
dup frome frap gite soor throot torm trob
flet gaid geat glick spav tove trind trote
flote gead ghough goom sunth trour trould wame
frak goor glead grum swode twey woll wask
gabe grat goath hade throob wearn wook woat
geae grive grear het tring woad wose wole
gleap har haid hink trouch wome wough woon
grap heak heapt hod wape wonth wought wum
gream huth huede lask woap WOSS wown wump
grud ko lange lish wom wost wush wunch
heab leath lew lolt woop
hib lon lomb luff wosk
huf lould masp meep woup
leab mant mool mipe wunt




