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Abstract

This article presents a sobering view of the discipline of cognitive neuropsychology as practiced

over the last three or four decades. Our judgment is that, although the study of abnormal cognition

resulting from brain injury or disease in previously normal adults has produced a catalogue of fasci-

nating and highly selective deficits, it has yielded relatively little advance in understanding how the

brain accomplishes its cognitive business. We question the wisdom of the following three ‘‘choices’’

in mainstream cognitive neuropsychology: (a) single-case methodology, (b) dissociation between

functions as the most important source of evidence, and (c) a central goal of diagramming the func-

tional architecture of cognition rather than specifying how its components work. These choices may

all stem from an excessive commitment to strict and fine-grained modularity. Although different

brain regions are undoubtedly specialized for different functions, we argue that parallel and inter-

active processing is a better assumption about cognitive processing. The essential goal of specifying

representations and processes can, we claim, be significantly assisted by computational modeling

which, by its very nature, requires such specification.

Keywords: Cognitive neuropsychology; Connectionist modeling; Modularity; Dissociations; Inter-
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A little learning is a dangerous thing;
drink deep, or taste not the Pierian spring:1

there shallow draughts intoxicate the brain,
and drinking largely sobers us again.

Alexander Pope, An Essay on Criticism, 1709
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1. Cognitive neuropsychology and cognitive science

This article concerns cognitive neuropsychology, the branch of cognitive neuroscience

that takes, as its evidential base, patterns of preserved and disrupted cognitive abilities aris-

ing from brain injury or disease. We began our preparations for writing the paper by consid-

ering the relationship between cognitive neuropsychology, the topic of this article, and

cognitive science, the topic of topiCS. In some sense, we thought, the former must be a sub-

set or sub discipline of the latter, and thus one would expect a cognitive science journal to

contain at least the occasional paper on cognitive neuropsychology. A quick survey of the

contents of the last 4 years of Cognitive Science (surely the cognitive science journal), how-

ever, reveals not one article that could be identified as dealing with cognitive neuropsycho-

logical research. There are a few papers that touch on matters of significant concern in

cognitive neuropsychology, such as the importance and interpretation of dissociations (of

which more later); but not a single Cognitive Science paper in this 4-year period presents

data or models of neuropsychological phenomena.

Given that the core of cognitive science is computational accounts of human cognition,

might this situation have arisen because researchers with a computational bent have inter-

ested themselves exclusively in normal rather than impaired cognition? Au contraire: com-

putational modelers, especially those with a PDP ⁄ connectionist perspective, have a long

history of attention to disorders of cognition. Early on, this interest perhaps derived from

two principal sources. First of all, many connectionist models employ distributed represen-

tations. These are considered to have a number of advantages (see Hinton, McClelland, &

Rumelhart, 1986) of which one is relative robustness and graceful degradation in response

to mild or moderate damage (Rumelhart & McClelland, 1986; Sejnowski, 1998). An obvi-

ous way to demonstrate this particular characteristic was to damage a working simulation

and observe its behavior. Secondly, connectionist simulations are very often models in

which the knowledge necessary to perform the task—represented by the weights on connec-

tions between units—is acquired through learning rather than specified by the modeler. In

the context of this focus on learning, a number of models also addressed the question of

relearning. That is, once a simulation had been trained to criterion on the cognitive task of

interest, the researchers went on to investigate not only how it performed under damage but

also how well and how quickly it relearned when given a period of retraining (Hinton &

Sejnowski, 1986; Plaut, 1996; Sejnowski & Rosenberg, 1987).

Despite the importance of these two early reasons for exploring the effects of damage in

computational models, they resulted mainly in demonstrations of basic principles rather than

attempts to provide detailed theoretical accounts of cognitive disorders. From about the

mid-1990s onward, however, a nontrivial amount of research has had the goal of simulating

precise patterns of performance by real neurological patients. In other words, although the

absence of such work from the Cognitive Science journal suggests that cognitive neuropsy-

chology has a low profile in cognitive science, we argue that cognitive science, in the form

of computational modeling, is having a major impact on cognitive neuropsychology, at least

as practiced by neuropsychological researchers sympathetic to this approach. The remainder

of this article consists of some speculation as to why cognitive neuropsychology is so
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relatively absent from the field of cognitive science, followed by some exploration of what

cognitive science can do for cognitive neuropsychology. In our view, it would not be too

wild an exaggeration to suggest that—by teaching it to drink deeper—cognitive science

may offer cognitive neuropsychology not just sobriety but a lifeline.

2. What is cognitive neuropsychology?

Cognitive neuropsychology uses patterns of cognitive disorders as evidence to derive

inferences about cognitive function in the normal brain. Our review will be restricted to

acquired disorders, that is cognitive impairments in adults for whom there is actual or

presumptive evidence that the cognitive ability in question was normal prior to the event

(e.g., stroke) or process (e.g., neurodegenerative disease) responsible for the impairment.

Sometimes the main or partial goal is to understand the role of the specific brain regions or

structures damaged. If damage to the right parietal lobe consistently produces hemispatial

neglect to the left side of space, then a neuroanatomical account of visuospatial processing

must include a role for this brain region. More often, however, especially in the approach

dubbed ‘‘ultra-cognitive’’ neuropsychology (Shallice, 1988a), researchers have had little if

any interest in neuroanatomy; their motivation is only to construct functional accounts of a

cognitive ability. Nevertheless, they consider that valuable evidence about functional orga-

nization can be obtained by studying its disruption.

Cognitive neuropsychology dates back about one-and-a-half centuries, to the time when

French and German neurologists like Paul Broca and Carl Wernicke began to engage in

careful observation of their patients’ acquired language deficits and then to relate these to

the abnormal brain regions observed in postmortem brain analyses. There are several good

reviews of the history of this discipline and the approaches that it favored ⁄ disfavored during

different periods (see especially Shallice, 1988a, 1988b). Here we will concentrate on the

most recent flowering of cognitive neuropsychology, which came to prominence in the

1970s and spawned a journal devoted to the topic (called Cognitive Neuropsychology) in

1984. Activity in cognitive neuropsychology had, and to some extent still has, the following

prototypical format. Find a neurological patient with a cognitive deficit acquired as a result

of brain injury. Ideally, this deficit would be quite specific, though not so highly specific as

to preclude general theoretical interest (jokes abound in the field about hypothetical case

studies like ‘‘impaired digit span in a left-hander bilingual in French and Swahili’’). The

impairment should either be novel, that is, not previously reported in the literature, or of a

cleaner, more dramatic form than previously published cases. Also, the deficit would ideally

occur in a domain in which cognitive psychologists were busily engaged in research on its

normal function. The neuropsychologist would then set about investigating the nature of the

deficit, on the basis of both standardized tests and those of his ⁄ her own devising, with the

goal of ruling out coincidental explanations and eventually trying to understand something

new about the ability in question. For example, patients with deep dyslexia—one of the

most intensively investigated disorders in the 1970–1980s—can read aloud many real

words correctly but fail to read aloud even very simple nonsense words like neg or dake.
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Researchers had to rule out boring explanations for this failure (e.g., that the patients could

not say such unfamiliar combinations of phonemes) and could then move on to trying

to understand the relevance of this dramatic failure for the processes involved in reading

familiar words, using and developing theories about reading then available in the field of

cognitive psychology.

3. Problems with cognitive neuropsychology

Three central aspects of the cognitive neuropsychology paradigm or approach require

description here, as it is our hypothesis that these three may account in large part for the

problems with the paradigm and for its low profile in cognitive science. The three are not

entirely independent but, as they are all salient, we will describe them separately for empha-

sis. In possible order of importance from least to most, these three features may be labeled

as follows: (a) an almost complete reliance on single-case studies; (b) an almost universal

goal of establishing dissociations; (c) theorizing that consists almost entirely of descriptive,

box-and-arrow diagrams with little, indeed sometimes no attempt to specify actual mecha-

nisms of the putative processes.

3.1. How many cases?

During the heyday of cognitive neuropsychology, the majority of publications were sin-

gle-case studies. Part of the ‘‘justification’’ for this was pragmatic. Some interesting patterns

of disorder are relatively rare, especially in the environment of a single research center.

Furthermore, even if multiple cases were likely to exist around a given centre, many of the

researchers engaged in the enterprise were experimental psychologists rather than clinicians,

and considered themselves lucky when a neurologist or speech therapist referred even a sin-

gle interesting case to study. Using results from a single case to draw conclusions about cog-

nition in the general population does, however, rely on the assumption that cognitive

abilities have the identical functional organization in all brains. This assumption was not

always made explicit and ⁄ or defended, and unsurprisingly came in for some questioning if

not outright criticism (e.g., Seidenberg, 1988). Perhaps the surprise is how relatively infre-

quent such criticism was. After all, in other subdisciplines of cognitive science and neuro-

science where it is too time-consuming or costly to test multiple participants—including

animal lesion studies, single-cell recordings in nonhuman primates, and human experimen-

tal psychophysics—the norm has always been to report on at least two or three subjects.

Cognitive neuropsychology publications did occasionally stretch to a few patients with a

similar disorder (e.g., Warrington, 1975; three cases of selective impairment of semantic

memory), but this was definitely the exception rather than the rule. There was even the occa-

sional claim that ‘‘valid inferences about the structure of normal cognitive systems from

patterns of impaired performance are only possible for single-patient studies’’ (Caramazza

& McCloskey, 1988, p. 519); but the fact is that even cognitive neuropsychologists who did

not and would not adopt this extreme view mostly did do single-case research.
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Another, perhaps slightly more honorable, justification for the reliance on single cases

was a realization of inter-case variability, even between patients given the same syndrome

classification. The belief seems to have been that averaging across results from such individ-

uals would further muddy the already murky waters into which one was trying to peer (Ellis

& Young, 1988; Shallice, 1979). This belief—based on the assumption that no two brain

lesions will ever be identical—was the main reason for Caramazza and McCloskey’s (1988)

argument that single-case methodology was not only legitimate but also essential.

Even if one accepts the concern about the comparability of different lesions, there does

seem to be a certain inconsistency between (a) an emphasis on variability between cases

with the same putative deficit, and (b) the assumption that all brains are organized in the

same way. This is not necessarily as sinister as it may sound, because variability in results

might come from factors irrelevant to the actual function of interest. For example, if one

patient thinks it is more important to be accurate and another that it is more important to

respond, then testing these two might yield a considerable difference in the rates and types

of errors even if the underlying deficit is identical. Nevertheless, single-case methodology is

not the only possible response to this concern about nonidentical lesions; and recently at

least some cognitive neuropsychologists have argued that a more trustworthy and informa-

tive source of evidence than case studies are case series, in which the same investigations

are applied to a set of patients with the same core deficit (Patterson et al., 2006). Perfor-

mance is presented for the individual cases as well as averaged across the group, enabling

appreciation of both similarities and differences between the individual patients. Again, this

is similar to the pattern of published data in neurophysiology or psychophysics.

A third, and perhaps the most important, justification for single-case methodology was an

argument based on adequacy. If one accepts the assumption that ‘‘all brains ⁄ people do it the

same way’’ (where ‘‘it’’ means some cognitive ability like reading aloud or auditory–verbal

short-term memory or face recognition etc., and ‘‘the same way’’ means the same computa-

tional mechanisms), then surely one would only need to demonstrate a particular outcome

in a single patient in order to generalize the conclusion to the rest of the population.

3.2. Dissociation: A legitimate goal and gold standard?

The typical aim of a classical cognitive neuropsychology study was to find a dissociation:

good performance on one task or type of material paired with poor performance on another,

in the same patient. Needless to say, the two things shown to dissociate had to bear enough

relationship to one another to make a contrast between them theoretically telling: A patient

with a focal lesion in primary auditory cortex, unable to discriminate different speech

sounds but with normal recognition of visually presented objects, would attract no interest.

The best treatment that we know of on types of dissociations and their interpretation is in

Shallice (1988a). Suffice it to say here that the gold standard was always a double dissocia-

tion. Merely finding better performance on task or material-type A than B would always

be open to the interpretation that A is just easier (or, in Shallice’s terms, less resource-

demanding) than B; but normal A paired with deficient B in one patient and normal B paired

with deficient A in another was considered proof that these two abilities rely on separate
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brain mechanisms. Here is an example. Some of the concepts that we know, such as zebra
or radiator, are concrete, that is, they refer to tangible objects in the world; other concepts

such as idea or willingness lack clear physical referents and are therefore considered to be

abstract. Suppose that one finds a patient whose comprehension of words referring to con-

crete concepts is still within the normal range, but whose performance in comprehending

abstract words is way below that of any age- and education-matched normal individual, and

another case with the reverse pattern of success in comprehending these two classes of

words. This is called a classical, or at least strong, double dissociation. By traditional cogni-

tive neuropsychology logic, nothing more than these two cases will ever be needed to justify

the conclusion that the brain has separate representations of, or separate mechanisms for

processing of, concrete and abstract concepts. A hundred or a thousand patients showing an

association, that is, correlated degrees of deficit on concrete and abstract words, would not

offset even one double dissociation, because the brain regions supporting the two separate

mechanisms might be located in such a way that the great majority of brain lesions would

either damage or spare both (Coltheart, 2004).

The assumption that the functional organization of cognition can be unequivocally

revealed by dissociation, however rarely that dissociation might be observed, has also not

gone unquestioned; but such (published) concerns were infrequent and had little impact on

the cognitive neuropsychology mainstream. We point interested readers to a thoughtful cri-

tique by Goldberg (1995) and cannot resist quoting from it, mainly because this excerpt

expresses the point so well but also because it contains a misprint or typographical error

with an unintended but amusing double entendre: ‘‘This is not to say that all instances of

isolated strong dissociations are theoretically useless. This is to say, however, that they must

be approached with a degree of weariness, pending the demonstration of their high preva-

lence in the presence of a particular lesion location, or ⁄ and converging evidence from other

sources’’ (Goldberg, 1995, p. 195). The author surely meant to advocate a wary rather than

a weary response, but the former does not preclude the latter. Another excellent critique

of cognitive neuropsychology, of which we shall speak more in the next section, is by

Seidenberg (1988). His cautionary note with respect to dissociation and single-case method-

ology was that, when a complex and adaptive system like the brain is damaged, it may still

manage to perform a task but in a fashion not all that informative about normal function.

Seidenberg’s summary of this problem ended with the following, also amusing, analogy: Do

we learn much about the ways in which people normally travel to catch their flights at an

airport by studying one man who—when there is a huge snowstorm blocking the roads

—ditches his car and hires a helicopter? We should emphasize here that Seidenberg (1988)

was not, and we most certainly are not, dismissing the potential to advance our understand-

ing of human cognition by studying its disruption. The issue is not whether but how.

3.3. The emptiness of the theorizing

As already indicated, the third of the three worrying characteristics of the cognitive

neuropsychological approach highlighted here is perhaps the most serious. It is also the one

where, as we will attempt to demonstrate below, cognitive science may make the most
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positive contribution. Here is how Seidenberg (1988) expressed this concern; we quote his

words because we do not think that we can improve on them.

One of the main characteristics of the cognitive neuropsychological approach as it has

evolved over the past few years…is that very little attention is devoted to specifying the

kinds of knowledge representations and processing mechanisms involved. A concomitant

characteristic is a lack of specificity as to how tasks…are performed. It is nonetheless

assumed that one can draw valid inferences about the ‘‘functional architecture’’ despite

the lack of this information. (p. 405)

In research of this kind, a deficit is attributed to a particular component because tests have

been used to rule out involvement of other components. It is very difficult to accept this

logic when the properties of the other components are themselves minimally known…
The result is a superficial link between test and model, yielding very weak inferences

about the locus of the deficit. Localising deficits within the functional architecture has

nonetheless come to replace specification of processing mechanisms as the primary goal

of this research. (p. 410)

These were not idle or empty concerns in Seidenberg’s (1988) hands; all of his criticisms

were backed and illustrated by specific examples from neuropsychological research of that era.

It should be emphasized that the criticisms of cognitive neuropsychology with respect to

dissociation and style of theorizing can also be leveled at much research employing func-

tional brain imaging in normal individuals, which in the last decade or so has first joined

and then overtaken cognitive neuropsychology as a source of evidence about brain–behavior

relationships. The best functional imaging studies, like the best cognitive neuropsychology

studies, are thoughtful and cautious in their conclusions. Thus, if the peak activation for a

task involving face recognition is observed in brain region A but the peak activation for a

task involving object recognition is observed in brain region B, not all researchers would

conclude that recognition of faces and of objects are completely dissociable processes and

that the former ‘‘resides’’ in area A and the latter in area B. As in cognitive neuropsychology,

however, some imaging researchers have published just such simple and unjustifiable con-

clusions, rather than acknowledging (a) that regions A and B might both be involved, but

differentially, in the two tasks; (b) that regions A and B might interact; and ⁄ or (c) that one

might need to specify the representations and processes involved in these two tasks before

such results have much value.

4. The legacy of modularity?

In our view, these three problematic aspects of cognitive neuropsychology as it has come

to be practiced all stem from a strong assumption that the cognitive system has a fundamen-

tally modular organization. Although there has been considerable debate over the specific

properties that define a module (e.g., Coltheart, 1985; Fodor, 1983), the general idea is now

commonplace: The cognitive system consists of a collection of separable components, each

of which carries out a specific information-processing function that can be characterized

independently of the functions of the other modules. Note that this claim is far more specific
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than the mere presence of some degree of functional specialization in the brain—it stipulates

distinct, informationally encapsulated and computationally idiosyncratic subsystems.

Although multiple modules participate in any complex cognitive behavior, the degree of

interaction among them is assumed to be very limited—sometimes restricted to a simple lin-

ear sequence with the final output of one module being passed on as input to the next. It is

also generally assumed, at least within cognitive neuropsychology, that each module is sepa-

rable not just functionally but neuroanatomically, making it possible for brain damage to

impair the operation of one module while leaving the others largely intact. The modularity

assumption has been so pervasive within cognitive neuropsychology that Ellis (1987) con-

cluded ‘‘there can be no argument with the fact of modularity, only about its nature and

extent’’ (p. 402). And for some cognitive neuropsychologists, as well as some functional

imagers, it appears that the goal is to proliferate dissociations and modules into ever more

fine-grained distinctions. Whereas we do not take issue with the general principle that differ-

ent brain regions are specialized for different types of information and ⁄ or computation, we

think that run-away module inflation (especially without concern for mechanism) is as dan-

gerous as run-away economic inflation.

Given a starting assumption of many largely independent modules, the standard prac-

tice of cognitive neuropsychology makes perfect sense. Identifying behavioral dissocia-

tions among brain-damaged patients—particularly when the impairments are highly

selective—is an appropriate means of delineating the modules and their functions.

Moreover, single-case studies are justified because it seems reasonable to assume that

neurologically intact individuals all have the same basic set of modules and connectiv-

ity—the same ‘‘functional architecture’’—and differ only in the relative sophistication

and efficiency of the modules themselves. Finally, it is natural to postpone a detailed

specification of the internal operation of the modules until the overall architecture is

firmly established. There is a sentence in the very first paragraph of Fodor’s influential

book, The Modularity of Mind, that might seem precisely to recommend this ‘‘order of

battle’’ (note that at this point in the book, Fodor was using the term ‘‘faculty’’ for

module): ‘‘the best research strategy would seem to be divide and conquer: first study

the intrinsic characteristics of each of the presumed faculties, then study the ways in

which they interact’’ (Fodor, 1983, p. 1). Fodor’s very next sentence, however, says

‘‘Viewed from the faculty psychologist’s perspective, overt, observable behaviour is an

interaction effect par excellence’’ (p. 1).

It is perhaps worth commenting that cognitive neuropsychology rarely if ever addressed

the issue of how the modules got there in the first place. If cognitive neuropsychologists

assumed that the modules were acquired on the basis of experience, then they probably

thought that—as their goal was to analyze the consequences of damage to a largely steady-

state adult brain—they did not need to, or at least did not have time to, address learning; it

goes without saying that no researcher or even research team can work on everything. More

often, perhaps following Chomsky, cognitive neuropsychologists probably assumed that the

modules were innate: ‘‘…we take for granted that the organism does not learn to grow arms

or to reach puberty…. When we turn to the mind and its products, the situation is not quali-

tatively different from what we find in the case of the body’’ (Chomsky, 1980, pp. 2–3).
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Though it was not often made explicit, an assumption of innate rather than learned modules

might be thought to buttress the assumption that different individuals have the same

functional architecture; hence, studying a single case is sufficient.

Our concern is that cognitive neuropsychology has become increasingly detached from

other areas within cognitive science and neuroscience in large part because the modularity

assumption licenses a lack of consideration of representations and processes, and it is

exactly in this respect that cognitive science can make a critical contribution to cognitive

neuropsychology. To be clear, it is certainly possible to develop computationally explicit

implementations of modular systems (e.g., Anderson & Lebiere, 1998; Coltheart, Curtis,

Atkins, & Haller, 1993; Coltheart, Rastle, Perry, Langdon, & Ziegler, 2001; Kosslyn, Flynn,

Amsterdam, & Wang, 1990; Newell, 1990; Simon, 1969), but doing so typically requires a

substantial increase in the amount of communication and interaction among the modules.

Essentially, more of the work is performed between modules rather than within them, call-

ing into question the appropriateness of the modular organization in the first place. Perhaps

it would be more fruitful to start with a theoretical framework grounded in interactivity and

then explore the extent to which it can give rise not only to normal cognitive behavior but

also to the types of selective deficits observed in neuropsychological research.

5. Distributed interactive processing

Suppose that, instead of modularity, one started with a very different set of theoretical

assumptions, namely that cognitive processes fundamentally involve massively parallel

interactions among distributed patterns of neural activity over multiple brain regions spe-

cialized for different types of information. What implications would this have for how one

should study brain-damaged patients to obtain evidence about the organization and opera-

tion of the normal system? We will discuss this question from the perspective of the three

features of cognitive neuropsychology identified above, once again taking the three sepa-

rately though once again noting that they are not truly independent.

5.1. How many cases?

A recommendation to replace modularity with interactivity might seem orthogonal to the

issue of whether all brains have the same functional architecture and therefore whether one

should study single cases or case series. We think, however, that the relationship between

these issues will become clear as we develop an argument that, except under special circum-

stances, n should be >1 and as large as possible.

We should start by acknowledging that there are special circumstances. For example, the

April 2008 issue of Brain and Language includes an elegant report (Davis et al., 2008) of a

patient studied immediately poststroke who had hypoperfusion (low blood flow) essentially

restricted to Broca’s area in the posterior region of the left frontal lobe. At this stage, there

was minimal infarction (death of brain tissue due to the loss of oxygen associated with low

blood flow). Using modern stroke-treatment procedures, the patient was re-perfused as
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quickly as possible. While the necessary investigations and preparations for this procedure

were occurring, however, the patient performed language tests that revealed some selective

and severe deficits, for example, in receptive and expressive syntactic processing. When the

same tests were performed again following the successful re-perfusion, the patient had

recovered these language abilities. The likelihood of accruing multiple patients suffering

just these events in just these brain regions within one researcher’s lifetime is very low

indeed. This is therefore, in our judgment, an absolutely justifiable ‘‘case’’ for a single-case

study. The important thing to note is the authors’ conclusion: ‘‘…adequate function of

Broca’s area was necessary for a number of language comprehension and production

tasks for this individual’’ (Davis et al., 2008, p. 56). The authors presumably expect this

conclusion to generalize to other people, as do we, but they were careful not to assume the

generalization.

The potentially crucial difference between single-case versus case-series designs has been

highlighted in the context of explanations for various forms of acquired reading disorder.

Several sets of researchers (e.g., Farah & Wallace, 1991; Patterson & Lambon Ralph, 1999;

Price & Devlin, 2003) have suggested that, since reading is a relatively late-acquired skill

both in human history and in the lifetime of any given human, there are probably no brain

regions dedicated solely to any of the component abilities of reading. For example, reading

involves recognizing ⁄ identifying letters (or characters in nonalphabetic writing systems)

and employing orthographic representations of combinations of letters to compute other

sorts of representations such as sounds and meanings of words. The argument is that the

brain learns to read by expanding and adapting phylogenetically and ontogenetically older

functions developed for visual processing and spoken language. This view predicts that

lesions should never produce deficits in reading alone. The demands of reading may

‘‘stress’’ these component abilities more than other tasks do, such that reading impairments

will be particularly prominent following damage to the brain areas supporting these func-

tions; but careful testing should uncover difficulty with nonreading tasks that require the

same functions. And indeed, if one tests patients with three different forms of acquired dys-

lexia, it appears that the cases of each type have associated deficits in nonreading abilities

that make sense in the context of the nature of the reading impairment. (a) Patients with pure

alexia (or alexia without agraphia), whose reading disorder is characterized by slow and

error-prone letter identification, typically have deficits in nonreading tasks that require rapid

and to-some-extent parallel visual identification (Cumming, Patterson, Verfaellie, & Gra-

ham, 2006; Mycroft, Berhmann, & Kay, unpublished data). (b) Patients with phonological

dyslexia, who rely to an abnormal extent on word meaning in reading aloud and are poor at

producing and ⁄ or judging information about the sounds of written letter strings, typically

have deficits in phonological tasks that do not involve written-word stimuli (Crisp &

Lambon Ralph, 2006; Rapcsak et al., 2008). (c) In patients with surface dyslexia, oral

reading success is modulated by the predictability of the words’ spelling–sound

correspondences; these patients read few, new and grew aloud correctly but, given sew, they

are most likely to say ‘‘sue’’ (Woollams, Lambon Ralph, Plaut, & Patterson, 2007). This

kind of typicalization error turns out to be the characteristic of the patients’ performance in

other tasks not involving written words; asked to produce the past-tense forms of spoken
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verbs, the patients correctly produce ‘‘blink’’ fi ‘‘blinked’’ but also incorrectly produce

‘‘sink’’ fi ‘‘sinked.’’ Researchers who have studied this typicalization pattern across a

number of tasks (e.g., Patterson et al., 2006; Rogers et al., 2004) have attributed the patients’

behavior in all of the tasks to degraded semantic representations.

Every paper referred to in the preceding paragraph presented data from a case series of

patients with the form of reading disorder under consideration. Why are at least some

researchers who used to feel comfortable with single-case research changing their strategy?

One important aspect is that the papers just mentioned differ from standard cognitive neuro-

psychology not only in the number of patients tested but also in their goal. These studies

were seeking not dissociation but theoretically meaningful association, and not modularity

but interactivity. Beyond the simple fact that demonstrating a result in multiple different

patients adds weight to the conclusion, it seems especially important, even crucial, to have

this additional weight when the conclusion to be drawn is one so antithetical to the standard

cognitive neuropsychology enterprise. A submitted single-case study arguing for a meaning-

ful association between modules would be rejected on the grounds noted above in the sec-

tion on dissociation, that is, that the single patient’s brain lesion just happened to affect both

of the in-fact-separate but in this case ‘‘accidentally’’ associated abilities. This argument

becomes a little harder to sustain if multiple cases reveal the association, though note—by

traditional cognitive neuropsychology logic—not that much harder. As indicated earlier, by

this logic, just one demonstration of a dissociation between two abilities can vitiate any

number of observed associations.

So what is a cognitive neuropsychologist to do if, according to his ⁄ her theory, the specific

ways that brain regions operate and interact yield clear predictions of associations as well as

dissociations? Encouraged by recent work, we think that there are some sensible ways to

proceed. (a) Make sure it is a good, well-specified theory—ideally, a computational model.

(b) Make sure that the tests are sufficiently sensitive and appropriate. For example, patients

with frontal lobe lesions can be disproportionately impaired in naming pictures of actions

relative to pictures of objects; and in time-honored cognitive neuropsychology style, this

‘‘dissociation’’ has sometimes been interpreted as a selective deficit in verb processing. A

recent study by D’Honincthun and Pillon (2008), however, reveals that the disadvantage for

action naming can be eliminated by asking the patient to name actions from video rather

than from static pictures, indicating that the originally observed dissociation does not impli-

cate verb processing per se. (c) Try to obtain converging evidence from a different research

enterprise, such as experiments with normal individuals that include either functional imag-

ing or measurement of individual differences. (d) Test as many patients as possible. (e)

Scale the patients’ degree of deficit in ability Y as a function of the degree of deficit in abil-

ity X. Different patients with the same ‘‘syndrome’’ invariably differ in severity. The asso-

ciation argument about pure alexia says that these patients have difficulty in discriminating

one letter from another visually similar one because they have difficulty in discriminating

any visual stimulus from another one similar to it (such as checker-boards differing only in

a few squares: Mycroft et al., unpublished data; Roberts, Lambon Ralph, & Caine, 2008). If

this is correct, then the degree of reading deficit should correlate with the level of impair-

ment in same-different matching of checker-boards. Of course, even this outcome will not
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satisfy someone with a hard-line commitment to dissociations as the ‘‘…major tool of neu-

ropsychological discovery and theory-building’’ (Goldberg, 1995, p. 195), because a lesion

affecting two dissociable functions might have a bigger impact on both when it is a bigger

lesion. Again, however, an accumulation of cases may help in this regard. A bigger lesion

might also be expected to affect aspects of cognition other than X and Y; if an increasing

deficit in X predicts an increasing deficit in Y (the two abilities argued to associate) but not

in anything else, the association story gains credence.

There is another strong argument for case series. Genuine understanding of a cognitive

function must include knowledge about its variability. As Seidenberg (1988) said, if we want

to know about the behavior of getting to an airport, we need to determine how lots of different

people do it, under both normal and abnormal conditions. Also, from the perspective of a non-

Chomskyan belief that most cognitive functions are shaped as much by learning from experi-

ence as by innate structure, individual differences are to be expected, and ignored at our peril.

5.2. Dissociation: A legitimate goal and gold standard?

To a large extent, the reasons for and ways of dealing with this problem have been cov-

ered under the previous section on ‘‘how many cases?’’ We should emphasize again that,

just as we are not ‘‘dissing’’ cognitive neuropsychology in general, we are not rejecting the

demonstration of dissociations as a legitimate goal. Our point is merely that this should not

be the only goal or the gold standard. Dividing up the brain’s functions into an ever larger

catalogue of more specific modules on the basis of dissociations in single patients may seem

like scientific progress to some, but not to us. Take the example of a comparison between

reading single words aloud and naming pictures of objects whose names correspond to the

stimulus words for oral reading, so that correct responses in the two tasks are perfectly

matched for factors like length and phonological complexity. Several single-case studies

have demonstrated the superiority of oral reading over naming for patients with poor ability

to read pseudowords (such as neg or dake); the latter is treated as evidence that the advan-

tage for reading over naming could not be attributed to general knowledge of how letters

translate to sounds. Reflecting the traditional line of cognitive neuropsychology reasoning,

some researchers have concluded either that (a) there must be a separate route linking whole

printed words to their pronunciations (Coslett, 1991; Sartori, Masterson, & Job, 1987), or

(b) there are separate output representations for object naming and word reading (Orpwood

& Warrington, 1995). This is precisely the kind of strategy of inferring functional architec-

ture without specifying mechanism—and without considering interactivity—that we think

gets cognitive neuropsychology in trouble. A different and, in our view, more sensible inter-

pretation of the oral reading advantage is that even a patient with inaccurate pseudoword

reading might activate some appropriate information about a written word’s sound that can

combine and interact with semantic information about the word, whereas object naming can

only rely on semantic activation of phonology (Hillis & Caramazza, 1991, 1995; Plaut,

McClelland, Seidenberg, & Patterson, 1996). As an alternative to postulating new and

underspecified ‘‘routes’’ or modules, this kind of explanation based on graded degrees of

deficit plus pervasive interactivity seems a more plausible and fruitful approach.

50 K. Patterson, D. C. Plaut ⁄ Topics in Cognitive Science 1 (2009)



5.3. The emptiness of the theorizing

To anyone interested enough in cognitive science to be reading this paper in the first

place, it will presumably be obvious why cognitive science is so germane to the solution of

this third problem of cognitive neuropsychology. Computational modeling is all about speci-

fying mechanism. In fact, unlike a descriptive box-and-arrow model, a computational model

cannot be said to exist until its representations and processes are specified. If the model is

constructed and ‘‘runs’’ and produces the target behavior, this is an unequivocal demonstra-

tion that this behavior is realizable with the processes and mechanisms embodied in the model;

and—to take the argument a step further into the domain of cognitive neuropsychology—

if a component of the model is subsequently damaged and the model then mimics the perfor-

mance of real neurological patients, this is an unequivocal demonstration that the observed

deficit could arise from this kind of damage to this kind of representation or mechanism.

Such demonstrations do not, of course, guarantee that the model is a veridical reflection of

how normal people perform this cognitive function well and ⁄ or how brain-injured people

perform it poorly; and there are always questions about the dimensions on which a model’s

success should be evaluated and how closely it needs to reproduce human behavior to qual-

ify as a successful simulation (see Seidenberg & Plaut, 2006, for discussion). It is, however,

an achievement of a truly different magnitude when human behavior can be related to a

computational, that is, thoroughly specified, model as opposed to a box-and-arrow diagram

informed in large part by researchers’ intuitions. If one thing about cognition is certain, it is

surely this: our slow, serial, reasoning-style manner of thinking about how we might per-

form some cognitive function (such as pronouncing written words or retrieving memories of

what happened last week) will not be a reasonable guide to the fast, parallel, interactive

computations that our brains perform when engaged in these functions. Here again is some-

one else’s splendid expression of this point:

Human-designed systems have certain properties which … are related to the limitations

of our mental processes…. Because we are unable to talk or think about more than a

very small number of processes taking place simultaneously, we isolate them into sub-

assemblies so that each can be treated separately. We also like hierarchical systems to

make explicit the flow of control. I used to think that these principles of modularity, rig-

orous sequentiality, and hierarchical control might underlie the structure and function of

all elaborate systems. I now believe that while these principles may be at the heart of arti-

ficial engineering, natural engineering is different. Biological systems have processes

which are more flexibly organised....(Brenner, 1997, pp. 38–39)

6. A way forward?

Some of the concerns that we have raised above are more properly thought of as issues of

better and worse research design, and as such the same criticisms can be leveled at virtually

any research discipline or approach, including functional imaging and even cognitive
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science as well as cognitive neuropsychology. On the other hand, cognitive neuropsycholo-

gy seems more culpable than average in some regards (or perhaps we are just more sensitive

to its failings because we know it so well), and it is especially in these aspects where we

think that some of the modeling approaches of cognitive science can help. This final section

presents two examples that we hope will serve to illustrate the value of going beyond simple

information-processing characterizations of cognitive processing to computationally explicit

working implementations of the system, both in normal operation and following damage.

The claim is not that the models offer correct or complete accounts of the phenomena, but

rather that—by virtue of their computational explicitness—they advance theory and its rela-

tion to data in important ways. Both examples relate to neuropsychological findings that

bear on the internal structure of semantic memory.

A longstanding debate within cognitive neuropsychology concerns whether semantic

memory consists of multiple subsystems and, if so, whether these subsystems are organized

by modality or by category (Caramazza, Hillis, Rapp, & Romani, 1990; Shallice, 1988b,

1993). Apparent evidence for category-based organization comes from the fact that some

neurological patients have impairments to conceptual knowledge that are restricted largely

to either living or nonliving things (Warrington & McCarthy, 1983, 1987; Warrington &

Shallice, 1984). For example, patient JBR correctly identified the pictures of only 6% of

living things but 90% of nonliving things. The reverse dissociation, although typically not as

dramatic, has also been observed; for example, patient YOT was perfect at matching differ-

ent pictures of the same type of animal but only 69% correct for humanmade objects.

According to traditional cognitive neuropsychology logic, this double dissociation would

imply distinct semantic subsystems for living and nonliving things; but Warrington and

Shallice (1984) recognized that some aspects of the data were problematic for such a simple

account. In particular, performance on certain subcategories fell on the ‘‘wrong’’ side of the

living–nonliving divide. JBR, with a living-things deficit, was also impaired on metals, fab-

rics, musical instruments, and precious stones but unimpaired on body parts; YOT, with a non-

living impairment, showed the reverse pattern. Warrington and Shallice suggested that the

observed dissociations could be explained if semantic knowledge was separated not by the cat-

egory of the item but instead by the modality of the semantic attributes particularly germane to

the items. The argument was that our knowledge of living things (and also the anomalous non-

living categories) relies more on sensory ⁄ perceptual information such as shape and color,

whereas humanmade objects depend at least as much on functional aspects of knowledge such

as how they are used. Although subsequent research has not yielded completely consistent or

unequivocal evidence for this pattern (see, for example, Caramazza & Shelton, 1998), the

Warrington and Shallice ‘‘sensory–functional’’ theory (SFT) remains highly influential.

Farah and McClelland (1991) developed a distributed connectionist implementation of

the SFT in which both visual (picture) and verbal (word) inputs mapped onto semantic units

that were organized into visual and functional subgroups, with connections both within and

between the subgroups (see Fig. 1). Based on an analysis of dictionary definitions, the

semantic representations of nonliving things were given approximately equal numbers of

visual and functional semantic features, whereas those for living things were heavily

weighted toward visual semantics. Damage to the visual-semantics component of the model
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yielded far greater impairment on living than nonliving things, whereas damage to func-

tional semantics yielded moderately more impairment on nonliving than living things, in

accordance with the observed empirical patterns. In this respect, the Farah and McClelland’s

model can be viewed as a straightforward implementation of Warrington and Shallice’s

descriptive theory. The specific value of the implementation becomes clearer when consid-

ering an additional finding that appears inconsistent with the SFT; patients with a dispropor-

tionate deficit for living things often have impaired knowledge of functional as well as

visual aspects of items in this category (see, e.g., Sartori & Job, 1988). In a strictly modular,

box-and-arrow version of the theory, there is no reason to expect that damage to visual

semantics would compromise functional semantic information. By contrast, in Farah and

McClelland’s implementation, visual and functional semantic units learn to interact and sup-

port each other, so that damage to one yields a mild but reliable deficit in the other. This is a

clear example of the value of a fully explicit, computational instantiation of a theory for

judging whether the theory is consistent with a particular empirical finding.

Farah and McClelland’s (1991) model retains Warrington and Shallice’s (1984) proposal

of distinct semantic subsystems for visual and functional semantics, but it demonstrates

non-obvious consequences of learning and of interactivity between ‘‘modules.’’ The second

example we consider challenges the very notion of distinct subsystems, instead arguing for

graded modality-specific functional specialization within semantics.

A further source of evidence that has been used to argue for separate modality-based

semantic systems comes from modality-specific naming disorders. For example, patients

with optic aphasia (Lhermitte & Beauvois, 1973) are impaired at naming objects when pre-

sented visually, although they can demonstrate relatively intact recognition of the objects

(e.g., by gesturing the correct use) and can name them when presented through other modal-

ities (e.g., tactile input—feeling the object with eyes closed—or hearing a spoken descrip-

tion of the thing to be named). On the widely held assumption that object naming

requires semantic mediation, this pattern of performance suggests a disconnection of visual

Fig. 1. General architecture of the Farah and McClelland’s (1991) model. Each rectangle denotes a separate set

of processing units. Functional and visual semantic units receive connections from each other as well as from

visual and verbal input.
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semantics (sufficient for recognition) from verbal semantics (required for naming)

(Beauvois, 1982). Apart from being post hoc, this account is challenged by findings that not

all visual naming is equally impaired; in particular, generating the names of actions in

response to visually presented objects or depicted actions can be significantly better than

visual object naming (Campbell & Manning, 1996; Teixeira Ferreira, Guisano, Ceccaldi, &

Poncet, 1997). For example, when shown a set of 30 pictures of objects, patient AG

(Campbell & Manning, 1996) was only 27% correct in answering ‘‘What is the name of

this?’’ but 67% correct in answering ‘‘What can you do with this?’’

Plaut (2002) developed an interactive connectionist simulation in which semantic repre-

sentations develop under the pressure of learning to mediate between multiple input and out-

put modalities in performing various tasks (see also Rogers et al., 2004). In particular, the

model learned to map from visual or tactile input for each of 100 objects to the associated

object or action name (e.g., ‘‘pen’’ vs. ‘‘write’’) via a common set of intermediate

(semantic) units. Consistent with the two-dimensional organization of neocortex, the seman-

tic units were given topographically organized spatial positions between the input and

output modalities such that some units were functionally closer than others to a particular

modality (see Fig. 2). Learning in the network was biased to favor short over long connec-

tions, so that semantic units ‘‘near’’ a given modality became more important in

accomplishing the mappings involving that modality. As a result, damage to connections

between visual representations and regions of semantics near phonology disrupted visual

object naming far more than either visual recognition or tactile naming—exactly the pattern

Fig. 2. Architecture of the Plaut (2002) model. Each gray square corresponds to a unit whose activity level is

indicted by the size of the white square within it. The two-dimensional positions of units reflect their topographic

organization, such that all sets of connections (indicated by arrows) except those from the Task units are subject

to a learning bias that favors short over long connections.
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observed in optic aphasia. Moreover, like the patients, the model was better at naming

actions than objects from vision, due to the interactive support that action naming receives

from action representations.

Thus, as in the Farah and McClelland’s model, properties of interactivity that are apparent

only through explicit simulation turn out to be critical in explaining otherwise puzzling

aspects of the empirical findings. In addition, in this case, the simulation creates a type of

organization that is unavailable when theorizing in terms of separable components. The

semantic representations in the Plaut (2002) model are neither modality-independent nor

modality-specific. Rather, they exhibit a graded degree of modality-specific organization,

with regions near the inputs and outputs being more modality-specific and regions near the

‘‘center’’ of semantics being more amodal. This kind of organization seems at least consis-

tent with what is known so far about the neuroanatomy of semantic memory (e.g., Bright,

Moss, & Tyler, 2004; Gloor, 1997; Patterson et al., 2007), though we hasten to add that, at this

stage, so far is not very far. As already expressed, our purpose in the current context is not to

argue for the correctness of the model but rather to emphasize the value of interpreting neuro-

psychological deficits in terms of computationally explicit representations and processes.

7. Concluding comment

The phenomena of cognitive neuropsychology can be striking and dramatic. Deep dys-

lexic patients, once normal readers, may succeed in reading aloud the words inn and bee but

fail on in and be (Gardner & Zurif, 1975). Patients with pure alexia, also once competent

readers, may easily identify a word when asked, ‘‘What does C, H, U, R, C, H spell?’’ but fail

to identify the same word when given it in written form (Patterson & Kay, 1982; note that

identification from print is definitely easier than identification from oral spelling for normal

adults). A patient with semantic dementia who goes out every morning to buy his regular

newspaper so that he can do the Sudoku puzzle in the paper utterly failed to recognize

a Sudoku puzzle when given one from a puzzle book in the clinic (Lambon Ralph &

Patterson, 2008). These dramatic and selective deficits must be informative about the organi-

zation of cognitive processes in the brain. It is perhaps understandable that, when a fascina-

tion with such phenomena first became fairly widespread, the researchers thus engaged

found it sufficiently thirst-quenching to take shallow draughts, and draw shallow conclusions,

from this very deep spring of information. Drinking deeper is much harder work; but if

cognitive neuropsychology is to provide any kind of genuine understanding of the massively

parallel and interactive functioning of the brain, that harder work will be necessary.

Note

1. For readers who do not know, as we did not, the Pierian spring apparently refers to

the classical tradition that the Muses were born in the Pieria region of northern

Greece.
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