Dynamical coding of sensory information with competitive networks
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Abstract – Based on experiments with the locust olfactory system, we demonstrate that model sensory neural networks with lateral inhibition can generate stimulus specific identity-temporal patterns in the form of stimulus-dependent switching among small and dynamically changing neural ensembles (each ensemble being a group of synchronized projection neurons). Networks produce this switching mode of dynamical activity when lateral inhibitory connections are strongly non-symmetric. Such coding uses ‘winner-less competitive’ (WLC) dynamics. In contrast to the well known winner-take-all competitive (WTA) networks and Hopfield nets, winner-less competition represents sensory information dynamically. Such dynamics are reproducible, robust against intrinsic noise and sensitive to changes in the sensory input. We demonstrate the validity of sensory coding with WLC networks using two different formulations of the dynamics, namely the average and spiking dynamics of projection neurons (PN). © 2000 Elsevier Science Ltd.

1. Introduction

As multi-electrode recordings show, the representation of odors in the antennal lobe (AL) of insects comes through both identity and temporal encoding: each odor is characterized by a specific highly reproducible sequence of firing of specific projection neurons (PNs) [7, 8, 13]. Such identity-temporal encoding has many advantages discussed below. To build a corresponding dynamical theory of such an encoding, we must first understand the main principles on which the dynamics of the sensory neural networks is based. Taking into account the results of neurophysiological experiments, we can formulate at least three conditions that a model of early olfactory networks should satisfy: (i) reproducibility of sensory representations from one experiment to another; (ii) robustness of representations against internal and external fluctuations; (iii) sensitivity to changes in the stimuli, including the ability to detect small differences between different stimuli.

Several modes of activity in neural networks are traditionally proposed as principles for representing sensory information. However, the existing encoding schemes do not completely satisfy direct experimental observations or conditions (i)–(iii) formulated above. We show here that a model sensory network with lateral inhibition may use a specific dynamical mode of activity (winner less competition, WLC) to represent stimuli. Stimulus-dependent WLC dynamics can represent olfactory information in a way very similar to that expressed by AL circuits.

In autonomous nonlinear systems, the dynamics which we call ‘winner-less competition’ has been observed in experiments with rotating thermal convection [2], and in different model systems, such as the Gause-Lotka-Volterra model of competition between three species [9], and the cyclic model of central pattern generators [6]. In a very general form the competitive dynamics can be described by the equation:

\[
\frac{dx_i}{dt} = x_i \left[ 1 - \sum_{j=1}^{N} \rho_{ij} x_j \right]
\]

where: \(x_i, i = 1, \ldots, N\) are the dynamical variables (e.g. the population of species in the Gause-Lotka-Volterra model of competition), \(\rho_{ij} \geq 0\) are the
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coefficients of interaction between the populations, and \( N \) is the number of competing species.

The behavior of this system depends on the values of parameters \( \rho_{ij} \). As shown for \( N = 3 \) [9], the system may have an equilibrium point with all three species present (‘weak competition’), three single-species stable equilibrium points to one of which the system converges depending on the initial conditions (multistability or Hopfield-like systems [5] with symmetric connections \( \rho_{ij} = \rho_{ji} \)), and a parameter region where no stable equilibrium point exists and the cyclic solution implies oscillations in the population of species (‘winner-less competition’). The last case corresponds to asymmetric connections or asymmetric synapses [11].

The representation of winner-less competition in the phase space of an autonomous dynamical system is a closed orbit in the vicinity of a heteroclinic loop (for details see, for example [4]). In our example (Equation (1) with \( N = 3 \), the heteroclinic loop is an orbit consisting of three saddle equilibrium points and separatrices connecting them (see figure 1a).

For sensory neural networks, heteroclinic loops can consist of saddle limit cycles (instead of steady states) connected by separatrices (see figure 1b). The limit cycles in this case correspond to spiking activity in quasi-steady states.

It is important to note that if the heteroclinic loop or the closed trajectory in its neighborhood is a global attractor in the phase space of the sensory network, any transient behavior converges to this attractor when time increases. Another important feature of the winner-less competition behavior is the structural stability of the corresponding attractor: the global attractor exists in a wide region of parameter space.

From a nonlinear dynamics point of view, the central result is the following. In the phase space of a non-autonomous WLC system (i.e. when a stimulus is present), a new global attractor replaces the heteroclinic trajectory seen in the autonomous case (i.e. no stimulus); the structure of this new attractor determines the sequence of firing, which uniquely depends on the stimulus. Thus, each stimulus may be specifically represented as the time sequence of active and inactive states of different units in the network. This sequence can thus be used for representation and recognition of sensory information.

Note, finally, that such WLC behavior is expressed if the neural network has non-symmetric inhibitory connections between units, and the connections can form a closed circuit. We now study the WLC dynamics of AL networks using both average and spiking activity of the units in our model.

2. Materials and methods

2.1. WLC with averaged dynamics

We begin by considering one triplet of coupled neurons and characterize each projection neuron by its ‘activity’ \( Y_i(t) \geq 0 \). The interaction among neurons is quadratic in \( Y_i(t) \), reflecting the simplified inhibitory synaptic connections. These \( Y_i(t) \) are taken to satisfy dynamical equations of the form:

\[
X_i = f(Y_i) + \sum_{j} \rho_{ij} Y_j - \sum_{k} \rho_{ik} Y_k
\]

where the variables \( j_1, j_2, j_3 \) are linear combinations of the actual phase variables of the system.
\[
\frac{dY_i(t)}{dt} = Y_i(t) \left( \sigma(E_i(t) + S_i(t)) - \sum_{k \neq i} \rho_{ik} Y_k(t) \right),
\]

where \( \sigma(x) \) is the threshold function:

\[
\sigma(x) = 1 - \frac{2}{1 + \exp(10(x - 0.4))},
\]

and

\[
E_i(t) = g_e \sum_{k \neq i} Y_k(t),
\]

g_e is the strength of the excitatory connection, \( S_i(t) \) is the input sensory stimulus arriving at neuron \( i \) through an excitatory synapse, \( E_i(t) \) is the excitatory input from other projection neurons in the ensemble, and the \( \rho_{ik} \) are the strengths of the inhibitory synapses.

When there is no stimulus, \( S_i = 0 \), the threshold function \( \sigma(x) \approx -1 \), each activity is strongly damped, and all \( Y_i(t) \to 0 \). When the input activates neuron \( i \), \( \sigma(x) \approx +1 \), the dynamics of that neuron near \((0,0,0)\) – the rest state – becomes unstable and its activity grows exponentially fast towards one of the unstable equilibrium states \((1,0,0)\), \((0,1,0)\), or \((0,0,1)\). Because these equilibrium states are unstable, the trajectory approaches one of them, for example \((0,1,0)\), but never reaches it before the instability of that state drives it towards another, for example, \((0,0,1)\). The activity \( Y_3(t) \approx 1 \) enters the equations for both \( Y_1(t) \) and \( Y_2(t) \) and destabilizes the other equilibrium points. The trajectory, determined in detail by the stimulus pattern \((S_1, S_2, S_3)\), continues to traverse the heteroclinic region until the stimulus is removed at which time the system returns to the resting state.

An input pattern (for example, a spike train from afferents integrated to provide a pulse of some longer duration) produces a well determined, reproducible pattern of firing both in space (neuron identity) and time. Different input patterns will give rise to different sequences of waveforms.

**Figure 2.** (a) Time series of a single triplet of averaged neurons, Equation (2), with inputs \( S_i = (0.72, 0.089, 0.737) \). (b) The state space orbit \((Y_1(t), Y_2(t), Y_3(t))\) for the time series shown in a. (c) Time series of a single triplet of averaged neurons, Equation (2), with inputs \( S_i = (0.189, 0.037, 0.342) \) (another ‘odor’). (d) The state space orbit \((Y_1(t), Y_2(t), Y_3(t))\) for the time series shown in c. We chose \( \rho_{11} = \rho_{22} = \rho_{33} = 1, \rho_{12} = \rho_{23} = \rho_{31} = 5, \) and \( \rho_{21} = \rho_{32} = \rho_{13} = 0.2 \) along with \( g_e = 4 \).
in each individual neuron. In figure 2, we show the sequence of waveforms arising from the input choice \( S_i = (0.72, 0.089, 0.737) \) over a fixed time interval (zero otherwise). Its phase space portrait \((Y_1(t), Y_2(t), Y_3(t))\) is displayed in figure 2b. One can see the elements of sequential firing observed experimentally as well as the trajectory transformation along the 'ribs' of the heteroclinic connections between the unstable equilibrium points of our system. If we change the stimulus to \( S_i = (0.189, 0.037, 0.342) \) representing a different 'odor', the pattern changes markedly (see figure 2c, d), as also observed experimentally [7, 13].

2.2. Sensory network with spiking dynamics

Spiking neurons or groups of synchronized spiking neurons in a network with non-symmetrical lateral inhibition may switch between active and inactive states according to the WLC dynamics. They would thus be able to encode sensory information as discussed above. The mathematical image of such switching activity is also a heteroclinic loop, but in this case the separatrices do not connect saddle equilibrium points like in figure 1a, but saddle limit cycles like in figure 1b. We simulate the WLC dynamics in a network of nine spiking FitzHugh-Nagumo neurons (see, for example [3]) with inhibitory connections as shown in figure 3.

The network can be described by the following equations:

\[
\frac{dx_i}{dt} = \frac{1}{\tau_1}(f(x_i) - y_i - z_i(x_i - \min) + 0.35 + S_i)
\]

\[
\frac{dy_i}{dt} = (x_i - by_i + a)
\]

\[
\frac{dz_i}{dt} = \frac{1}{\tau_2} \left( \sum g_{ji} G(x_j) - z_i \right)
\]

where \( x_i \) denotes the membrane potential, \( y_i \) is the recovery variable, and \( z_i \) represents the synaptic currents in the \( i \)-th neuron, modeled by first order kinetics. \( f(x) = x - \frac{1}{2}x^3 \) is the internal nonlinearity of the FitzHugh-Nagumo model. In this case, for the sake of simplicity, we introduce the stimulus as a constant current. We use a step function in the form:

\[
G(x) = \begin{cases} 
 0, & x \leq 0 \\
 1, & x > 0 
\end{cases}
\]

to simulate the synaptic connection. \( S_i \geq 0 \) is the external excitation (stimulus) and \( g_{ji} \) is the strength of synaptic inhibition: \( g_{ji} = 2 \) if \( j \)-th neuron inhibits \( i \)-th, otherwise \( g_{ji} \) vanishes. The other parameters are set as follows: \( a = 0.7, b = 0.8, \tau_1 = 0.08, \tau_2 = 3.1, \min = -1.5 \).

Numerical simulations show that the network can produce different spatio-temporal patterns in response to different stimuli. Figure 4 presents examples of spatio-temporal activity patterns corresponding to two different stimuli. The system was in the resting state \((x_i \approx -1.2, y_i \approx -0.62, z_i = 0)\) before the stimulus came on at \( t = 0 \). As one can see, the stimulus-evoked patterns are considerably different and, therefore, distinguishable. Experimental recordings made in locust's AL neurons (figure 5) are consistent with such dynamics (see also [7, 12, 13]).

3. Results

In order to characterize the neural network as a signal-processing device, it is necessary to define first what kind of information representation is used at the input and at the output; in other words we must define the input and output coding spaces. In our model (Equation 3) each element may receive an excitatory input signal \( S_i \) (see figure 6). Suppose that the input signal is binary (each element is either excited or not). In this case we can represent the input to the whole network as a nine digit binary number \( d = d_1, \ldots, d_9 \): \( d_i = 1 \), if \( S_i > 0 \) and \( d_i = 0 \), if \( S_i = 0 \), for \( i = 0, \ldots, 9 \). The total number of different inputs is \( 2^9 = 512 \). The output
of each element \((x_i)\) is also considered to be binary (each element is either active or not). At any given time, the outputs of all nine elements of the network can be given as a nine digit binary number \(b = b_1,...,b_9\) with \(b_i = 1\), if \(x_i > 0\) and \(b_i = 0\), if \(x_i \leq 0\). Due to the system’s dynamics the output signals change over time. This process can be represented as a sequence of binary numbers \(Q_k = b_1; b_2;...,b_L\), where \(L\) is the length of the sequence and \(k\) is the output sequence index.

To demonstrate the robustness and reproducibility of the representation of the stimulus by the network we generated randomly ten input signals \(d_1...d_{10}\) and ran the simulation with model (Equation 3) \(M\) times for each input \(d_i\) with different initial conditions randomly set inside a sphere with radius \(r\) and centered at zero. In each simulation the output sequence \(Q_k^i\) was recorded. After all output sequences corresponding to inputs \(d_1...d_{10}\) and all initial conditions were generated, a total of \(N\) different output sequences \(Q_k\), \(k = 1,...,N\) were detected. The calculations were performed with two different radii \(r\) to test the reliability of the representation against noise.

To illustrate the dependence of the information content on the length of the output sequence, we calculate the average mutual information \(I\):

\[
I = \sum_{i=1}^{10} \sum_{j=1}^{N} P(d^i,Q_j^L) \log \frac{P(d^i,Q_j^L)}{P(d^i)P(Q_j^L)}
\]

where \(P(d^i,Q_j^L)\) is the joint probability distribution \(P(d^i)\) is the probability of input signal \(d^i\) (we consider \(d^i\) to be uniformly distributed, so \(P(d^i) = 1/D\), \(D\) is the number of different inputs), \(P(Q_j^L)\) is the probability of output sequence \(Q_j^L\).

The average mutual information as a function of the output sequence length \(L\) for different radii \(r\) of initial conditions is presented in figure 7. One can see that the average mutual information reaches its maximum value (equal to the entropy of the input signal), if the length of the output sequences \(L\) is sufficiently long (in this case \(L \geq 4\)).

These simulations have the following two implications: Firstly, in order to maximize the average mutual information between these ten specific given inputs and the output sequences, an output sequence larger than three is required; and, secondly, regardless of the noise radius, the information saturates for output sequences greater than...
three. The bottom line is that temporal encoding is required in this type of systems to achieve a good representation of the input data.

Figure 5. Simultaneous intracellular recordings from three PN neurons in the Antennal Lobe of the locust (top panel) in the presence of an external olfactory input between 1000 and 2000 ms and smoothed peri-stimulus time histograms (lower panel). Vertical calibration (top): 30 mV.

Figure 6. The transformation of an ‘identity’ code into an ‘identity-temporal’ code in the AL.

Figure 7. Average mutual information as a function of output sequence length $L$.

4. Discussion

We have proposed a new class of neural network models whose stimulus-dependent dynamics reproduce the rich spatio-temporal features observed in insect olfactory systems. The principle of such a representation (which we call stimulus-dependent winner-less competition) relies on the fact that specific trajectories act as global attractors in state space. This global behavior corresponds to experimental data, showing that activity proceeds across parts of the AL by the sequential activation and deactivation of sub-groups of neurons. This ‘activation path’ within the network (or correspondingly the global attractor which appears under the action of the stimulus in the neighborhood of the heteroclinic orbit) is determined by and thus ‘represents’ the stimulus. Because this attractor is global, such representation is robust against fluctuations and noise (see [10]). A stimulus can thus be thought of as an informational signal that reorganizes the global attractor in a stimulus-specific manner, forcing the system to evolve through state space along a complex, but deterministic path joining unstable ‘saddle states’. Once the stimulus ceases, each active neuron returns to its baseline activity, controlled by intrinsic properties, basal connection strengths and noise.

The properties of these simplified models can also emerge from more realistic networks domi-
nated by asymmetrical inhibitory connections. In particular, if the system is large, it is not necessary that the network topology is closed. A large network with sparse, random connections will exhibit the same stimulus dependent sequential activation and deactivation of sub-groups of neurons. Finally our central idea does not depend on the nature of the stimulus; it may thus apply to non-olfactory brain circuits as well, and explain experimental observations of flipping between quasi-stationary states of activity in monkey cortex [1].
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