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ABSTRACT

The activity of dozens of simultaneously recorded neurons can be used to control the movement of a robotic arm or a cursor on a computer screen. This motor neural prosthetic technology has spurred an increased interest in the algorithms by which motor intention can be inferred. The simplest of these algorithms is the population vector algorithm (PVA), where the activity of each cell is used to weight a vector pointing in that neuron’s preferred direction. Off-line, it is possible to show that more complicated algorithms, such as the optimal linear estimator (OLE), can yield substantial improvements in the accuracy of reconstructed hand movements over the PVA. We call this open-loop performance. In contrast, this performance difference may not be present in closed-loop, on-line control.

The obvious difference between open and closed-loop control is the ability to adapt to the specifics of the decoder in use at the time. In order to predict performance gains that an algorithm may yield in closed-loop control, it is necessary to build a model that captures aspects of this adaptation process. Here we present a framework for modeling the closed-loop performance of the PVA and the OLE. Using both simulations and experiments, we show that (1) the performance gain with certain decoders can be far less extreme than predicted by off-line results, (2) that subjects are able to compensate for certain types of bias in decoders, and (3) that care must be taken to ensure that estimation error does not degrade the performance of theoretically optimal decoders.

© 2009 Elsevier Ltd. All rights reserved.

1. Introduction

Recent improvements in neural recording technology make it possible to extract detailed recordings from ensembles of motor cortical neurons in real time. When coupled with an appropriate decoder, these recordings can be used to control the continuous motion of a cursor in virtual reality (Hochberg et al., 2006; Taylor, Tillery, & Schwartz, 2002) or an external device such as a robotic arm (Chapin, Moxon, Markowitz, & Nicolelis, 1999; Velliste, Perel, Spalding, Whitford, & Schwartz, 2008; Wassberg et al., 2000). This research has spurred an increased interest in what is known as the “decoding problem”: what is the appropriate algorithm to turn neural signals into movement commands? For continuous cursor motion, choices range from the simple population vector algorithm (PVA) (Georgopoulos, Kettner, & Schwartz, 1988; Georgopoulos, Schwartz, & Kettner, 1986) through the optimal linear estimator (OLE) (Kass, Ventura, & Brown, 2005; Salinas & Abbott, 1994; Zhang, Ginzburg, McNaughton, & Sejnowski, 1998) to various versions of state space models and other more complicated implementations (Brockwell, Rojas, & Kass, 2004; Kemere, Shenoy, & Meng, 2004; Kim et al., 2003; Kulkarni & Paninski, 2008; Srinivasan, Eden, Willsky, & Brown, 2006; Wassberg et al., 2000; Wu, Gao, Bienenstock, Donoghue, & Black, 2006).

Several decoders have been tried in on-line control, with varying degrees of success. Neural prosthetic devices have been driven by PVA decoders (Taylor et al. (2002); Velliste et al. (2008)), linear filters based on position, instead of direction (Carmena et al. (2003); Hochberg et al. (2006); Serruya, Hatsopoulos, Paninski, Fellows, and Donoghue (2002)), and Kalman filters (Kim, Simeral, Hochberg, Donoghue, and Black (2008); Mulliken, Musallam, and Andersen (2008)). To our knowledge, only one study has compared the differences in on-line control with different algorithms (Kim et al., 2008), where it was concluded that velocity-based decoders were generally superior to position-based decoders. As decoding details and experimental paradigms differ greatly across labs, there
is at this time no general consensus about which algorithms work best.

The relative performance of different decoders is more commonly assessed by comparing their ability to reconstruct trajectories off-line. For example, a monkey is trained to perform center-out or drawing movements with an arm while recordings are made from the motor cortex; these recordings are then used, after the fact, to reconstruct the movements made by the monkey. Comparing algorithms in this fashion is problematic, because of the assumption that open-loop decoding improvements will translate to closed-loop performance improvements, and further that open-loop decoding deficits will translate to closed-loop performance deficits. Two factors go into the reconstruction error that one computes from off-line data; bias and variance. These measures must be considered carefully, because they may not be the same under open-loop and closed-loop control. For example, it is well known that humans are capable of adapting to specific types of novel visuo-motor distortions (Bock, Abeele, & Eversheim, 2003; Ghahramani, Wolpert, & Jordan, 1996; Held & Friedman, 1963) or force field environments (Flash & Gurevich, 1991; Lackner & Dizio, 1994; Shadmehr & Mussa-Ivaldi, 1994). Also, it has been shown that humans can adapt to some types of perturbations more readily than others (Cunningham, 1989; Fukushima & Ashe, 2003; Hwang, Donchin, Smith, & Shadmehr, 2003; Krakauer, Pine, Ghilardi, & Ghez, 2000). If the decoded movement can be viewed as a distortion of the desired movement, then it may well be true that certain decoders may be more "learnable" than others.

Here we use both simulations and experiments to compare the performance of two decoding algorithms, the PVA and the OLE. We chose these two decoders because the PVA has been extensively used in the literature and the OLE is the theoretically optimal decoder that can be implemented in exactly the same fashion as the PVA, with only a change of decoding parameters. We find that open-loop simulation results do not match the closed-loop experimental differences between these two decoders. However, by making simple assumptions about how the task may be learned, we can construct a general framework for modeling the closed-loop performance of the decoding algorithms. We find that the performance gains in closed-loop simulation better match the experimental differences between the decoders, indicating that subjects readily compensate for directional bias. Finally, we investigate several implementations of the OLE and find that, in practice, estimation noise can degrade the performance of theoretically optimal implementations beyond the performance of their less optimal counterparts.

2. Methods

The experiment and simulations are based on a center-out movement task in 2 dimensions. We model both the real and simulated neurons as being cosine-tuned to movement direction (Georgopoulos, Kalaska, Caminiti, & Massey, 1982; Truccolo, Friehs, Donoghue, & Hochberg, 2008), where the firing rates, \( \lambda \), depend on the movement direction, \( \vec{d} \), through the equation

\[
\lambda = b_0 + m \left( \vec{p} \cdot \vec{d} \right).
\]

Here, \( b_0 \) is the baseline firing rate of the cell, \( m \) is its modulation depth, and \( \vec{p} \) is its preferred direction. The following sections detail the experimental recording procedures (Section 2.1), how we estimate the tuning curves of both recorded and simulated neurons (Section 2.2), how firing rates are converted into cursor movements (Section 2.3), how decoding parameters are estimated for the PVA and the OLE (Section 2.4), the general format of the simulations (Section 2.5) and finally how the two simulation control modes (open-loop control / closed-loop control) are implemented (Section 2.6).

2.1. Experimental data: Behavioral paradigm and recording

All procedures were performed in accordance with the guidelines of the Institutional Animal Care and Use Committee of the University of Pittsburgh. One male Rhesus monkey (Macaca mulatta) was implanted with a 96-channel array (Cyberkinetics Neurotechnology Systems, Inc., Foxborough, MA) visually placed in the proximal arm area of primary motor cortex. Recordings were amplified, filtered, and sorted on-line with a 96-channel Plexon MAP system (Plexon Inc., Dallas, TX). Some of the units recorded were well-isolated single cells, and some contained two or more cells that could not be easily isolated from one another, but which were nevertheless tuned to the intended movement direction as a group.

The monkey was trained to sit in a primate chair facing a mirror that reflected an image from a computer monitor mounted above. In the center-out task, the monkey had to modulate the recorded neurons to move a cursor from the center of the workspace to one of 8 targets spaced uniformly around a virtual circle. Both cursor and target had a radius of 8 mm; targets were spaced 85 mm from the center of the workspace. If the target was hit within 1750 ms of being displayed, the monkey received a liquid reward. After either success or failure, the cursor was placed back in the center following a 750 ms inter-trial interval. Data for this experiment were taken approximately 1.5 years post-implant; the monkey was well trained to perform the 2D center-out task under brain-control.

We compared the performance of the two decoders by running the experiment in blocks, where cursor control was switched back and forth between the two decoders. Typically, 20 successful repetitions of each of the 8 targets were required before control switched to the other decoder. The switch was made instantaneously during the inter-trial period when the cursor was re-centered at the origin. Only one calibration session (described in Section 2.2.2) was used to determine the decoding parameters for both decoders; the OLE decoder was in control during this session.

2.2. Estimating the tuning functions

At the start of each experimental session, a calibration session was run to determine the tuning functions of the recorded cells. To initialize the system, the decoding parameters were randomly chosen. Targets for the 2D center-out task were then presented, one at a time in random order, and left on the screen until a movement time-out period elapsed (typically, 1 s). Due to the randomized decoding parameters, the cursor did not move much during this time, but the firing rates were still modulated in response to target presentation. Once an entire cycle set consisting of one presentation of each of the 8 targets was completed, the spike rates were linearly regressed against target direction according to the equation

\[
f_k = \beta_0 + \beta_d d_x + \beta_y d_y + \varepsilon_k,
\]

where \( f_k \) represents the firing rate of the \( k \)th neuron to the \( k \)th target presentation, \( d_x \) and \( d_y \) give the \( x \) and \( y \) directions of the \( k \)th target, respectively, the \( \beta \)'s represent fitted regression coefficients, and \( \varepsilon_k \) represents an additive noise. Note that for these regressions, the target directions are scaled to be unit vectors. The true baseline firing rate, \( b_0 \), is estimated as \( \beta_0 \); the true modulation depth, \( m \), is estimated as the magnitude of the vector \( \vec{\beta} = (\beta_x, \beta_y) \); and the true preferred direction, \( \vec{\beta}_p \), is estimated as \( \vec{\beta}_p/m \). The estimates of the tuning parameters were then used to calculate the corresponding decoding parameters for each neuron, \( b_{0k}, m^2_k \), and \( \beta^D_k \), according to the procedures outlined below. Once the new decoding parameters were calculated, another cycle set of targets was presented, and the process repeated until the monkey was able to complete the center-out task reliably. Typically, only 3–5 cycle sets of data were needed to achieve good control. Cells with modulation depths of less than 4 Hz were not used for control.
2.3. Converting firing rates to cursor movements

The PVA and the OLE can be implemented in the same way, with different decoding parameters. Once these parameters are known, they were used to construct cursor trajectories as follows. Spike counts were sampled at a regular rate of 30 Hz and converted to rates \( f_i(t) \) by dividing by the sampling interval. Normalized rates \( r_i(t) \) were computed through the equation

\[
r_i(t) = \frac{f_i(t) - b_0^P}{m_i^P}.
\]

These normalized rates were then smoothed with a 5-point boxcar filter (i.e., by averaging the rates from the last 5 bins). The filtered, normalized rates were converted to cursor velocity, \( \vec{v}(t) \), as:

\[
\vec{v}(t) = k_i N \sum_{i=1}^{2} r_i(t) \beta_i^P,\]

where \( N \) is the number of movement dimensions (in our case, 2) and \( N \) is the number of units being used for decoding. The speed factor, \( k_i \), converts the magnitude of the population vector from a normalized range to a physical speed in mm/s; typical values ranged from 65 to 80. Finally, cursor position, \( \vec{C}_P \), was updated every sampling interval as

\[
\vec{C}_P(t) = \vec{C}_P(t - \Delta t) + \Delta t \vec{v}(t).
\]

Trajectories always started at the origin.

2.4. Calculating the decoding parameters

Once the tuning curves of the cells were estimated it was possible to calculate the decoding parameters appropriate for each cell.

For the PVA, the decoding parameters are exactly the corresponding parameters of the tuning curve, that is, \( b_0^P = \beta_m, m_i^P = |\beta_i| \), and \( b_i^P = \beta_i / |\beta_i| \). This implementation has a straightforward interpretation: each cell pushes the cursor in the direction of its preferred direction, with the amount of the push being scaled by its normalized firing rate.

As explained in the Results section, the PVA assumes a uniform distribution of preferred directions. The OLE corrects for any non-uniformity in this distribution by using a different set of decoding preferred directions (the baseline firing rate and modulation depth decoding parameters remain the same). Consider the following derivation. From Eqs. (1) and (2), if we gather the normalized firing rates of all cells in response to a direction \( \vec{d} \) into a single vector \( \vec{r} \), we have

\[
\vec{r} = \vec{B} \vec{d},
\]

where \( \vec{B} \) is formed by gathering all of the preferred direction vectors \( \beta_i / |\beta_i| \) into a single \( N \times 2 \) matrix. We are interested in the reverse problem of calculating an intended direction from the sampled firing rates, i.e., solving

\[
\vec{d} = \vec{P}^D \vec{r}.
\]

It follows, by inversion of Eq. (6), that the OLE decoding parameters \( \vec{P}^D \) are

\[
\vec{P}^D = \alpha (\vec{B} \Sigma^{-1} \vec{B}^T)^{-1} \vec{B}^T,
\]

where \( \Sigma^{-1} \) denotes the inverse of matrix \( \Sigma \) and \( \Sigma \) denotes matrix transposition. Note that unlike the PVA, the decoding preferred directions for the OLE are not necessarily of a uniform length. To ensure that the average overall speed of the cursor is the same when using the two decoders, we apply a scaling factor, \( \alpha \), so that the average length of the decoding preferred directions in the OLE is 1, the same as for PVA. Also note that the OLE decoding parameters equal the PVA decoding parameters if the preferred directions of the recorded cells are uniformly distributed, such that \( (\vec{B} \Sigma^{-1} \vec{B}^T)^{-1} \) is diagonal. Alternate derivations of the OLE can be found in (Kass et al. (2005); Salinas and Abbott (1994)).

The linear regression solution used in Eq. (8) is valid only when the input covariates are independent, identically distributed random variables. In other words, this solution is valid only when the recorded neurons have the same noise variance and have no correlations beyond the signal correlation inherited from their tuning. If this is not true, the OLE decoding preferred directions should be calculated using weighted linear regression as

\[
\vec{P}^D = \alpha (\vec{B} \Sigma^{-1} \vec{B}^T)^{-1} \vec{B}^T \Sigma^{-1} \vec{B},
\]

where \( \Sigma \) represents the covariance matrix of the residuals of the linear regression fits of the individual neurons. The calculation in Eq. (9) relies on estimating more parameters than the calculation in Eq. (8), and so may suffer more from estimation error due to limited sample sizes. We will explore this issue in the Results section. To differentiate these implementations, we call the OLE of Eq. (8) the “minimal OLE”, which corrects only for bias due to non-uniformly distributed preferred directions (Fig. 1(C)). When \( \Sigma \) is a diagonal matrix, consisting of the variance in the spike rate of each neuron after accounting for direction modulations, the OLE additionally accounts for the different amount of noise provided by each neuron. We call this implementation the “variance-only OLE”. Finally, when \( \Sigma \) is the full covariance matrix, it also accounts for noise correlations in the spike rates; we call this the “full OLE” implementation.

2.5. Simulation setup

The simulations were meant to mimic the experimental approach as closely as possible. To start, we generated cosine-tuning curves for \( N \) simulated cells by drawing preferred directions at random from a uniform distribution over \([0, 2\pi]\), baseline firing rates from a uniform distribution over \([5, 10]\), and modulation depths from a uniform distribution over \([4, 8]\). While these parameters largely produced only positive firing rates, we enforced non-negative rates by clipping them to zero. Once the true tuning curves were established, we generated binned spike counts at 30 Hz as Poisson realizations of the underlying rate parameter for the specified intended direction in that bin. From then on, spike trains were treated just as they were in experiments.

Simulated experiments started with a calibration session to estimate the tuning parameters of the simulated units, allowing for situations in which the estimated tuning curves could differ from the true tuning curves. The estimated tuning parameters were used to generate decoding parameters that were in turn used to translate firing rates into cursor motion. Once the tuning curves were estimated and the decoding parameters set, 20 simulated brain-control center-out trajectories were generated to each of 16 targets spaced uniformly around a circle, using Eqs. (3)–(5).

For analysis purposes, an average trajectory was calculated from the 20 individual repetitions to each target. To combine trajectories of different durations, the time axis of each trajectory was uniformly scaled to the mean movement duration, \( t_{\text{mean}} \). That is, the time samples for an individual movement of duration \( t \) were scaled by a gain factor \( \gamma = t_{\text{mean}} / t \) to create a new set of time samples \( t_i = \gamma t_i \). Each \( x \) and \( y \) component of the trajectory was then independently resampled using spline interpolation to a common time axis consisting of 200 evenly sampled points. Finally, the mean and SE were calculated separately for each time point of the \( x \) and \( y \) components.
Fig. 1. Bias in the PVA. (A) Tuning functions of two simulated neurons, one with a preferred direction of 0° (blue), the other with a preferred direction of 45° (red). (B) The black lines denote the direction of actual cursor movement computed with the PVA (the vectors \( \vec{v} \) from Eq. (4)), for desired movement directions located around the unit circle. Dotted lines denote the preferred directions of the neurons driving the PVA (same neurons as in (A)). Note that for a desired movement direction of 90°, the cursor moves both upwards and to the right. (C) Same as B, but with cursor movements computed with the OLE. Dashed colored lines denote the preferred directions of the simulated neurons; solid colored lines denote the corresponding preferred directions used for OLE decoding. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

2.6. Simulation control modes

To simulate each trial, we first chose a direction in which to aim, referred to below as \( \vec{d}_{in} \). We then generated spikes from the simulated neurons according to their tuning curves and the aiming direction, and used those firing rates and the decoder parameters to compute the resultant movement of the cursor. The only difference between the open-loop and closed-loop simulations was the method by which we choose the direction in which to aim.

Open-loop control was simulated by assuming that the subject aimed directly at the target, regardless of the calculated direction of cursor movement. That is, a direction vector pointing from the center of the workspace to the presented target was used to drive the firing rates of all the simulated cells and was maintained until the cursor either exited the ring of targets or a timeout of 10 s expired.

Closed-loop control was simulated by assuming that the subject could learn the relationship between aiming direction and associated cursor movement (which may not match the intended movement), and could use this knowledge to plan trajectories. We assumed that the goal was to make the movements as accurate and straight as possible under the current decoding parameters, so we chose aiming directions that would result in cursor movements that pointed directly toward the target, on average. To calculate these aiming directions, it is helpful to realize that since both the PVA and the OLE are linear methods, the entire process transforming the aiming direction \( \vec{d}_{in} \) into the cursor movement \( \vec{d}_{out} \) can be carried out as a matrix multiplication:

\[
\vec{d}_{out} = \text{PVM} \vec{d}_{in},
\]

where the population vector matrix, \( \text{PVM} \), is given as

\[
\text{PVM} = \frac{k_{HD}}{N} \text{P} \text{P}^\top.
\]

Essentially, multiplying the aiming direction, \( \vec{d}_{in} \), by the true preferred direction matrix \( \text{P} \) transforms it into a set of firing rates for the population of simulated neurons. Multiplying these firing rates by the decoding preferred direction matrix \( \text{P}^\top \) transforms them into the expected cursor movement, \( \vec{d}_{out} \), under certain assumptions. A derivation of this equation is provided in the Appendix. Thus, for the closed-loop simulations, when target direction \( \vec{r} \) was presented, we drove the simulated neurons with an aiming direction, \( \vec{d}_{in} \), of \( \text{PVM}^{-1} \vec{r} \) (normalized), until the cursor exited the ring of targets or the 10 s timeout expired.

In short, the difference between open and closed-loop control is that in open-loop control, the subject aims directly for the targets, whereas in closed-loop control, the subject uses his knowledge of cursor error to aim in the direction that should move the cursor toward the target. Note that we did not simulate on-line correction of trajectories. This would have required a much more involved simulation, including assumptions about how errors are translated into movement updates and the lag at which neurons respond. Since these processes are not well understood, we avoided them. Instead, these simulations are meant to mimic updates of the subject’s internal model (Wolpert, Ghahramani, & Jordan, 1995) of the cursor dynamics and the results that would occur under blind application of that internal model.

3. Results

When the preferred directions of the recorded neurons are not uniformly distributed, PVA decoding is biased. To see this, consider a case where only two cosine-tuned neurons are used to control the cursor: one with a preferred direction of 0°, the other with a preferred direction of 45° (Fig. 1(A)). If a movement is attempted toward a target located at 0°, both neurons will have firing rates above their baseline activity, and so will have positive normalized rates and contribute positive weights to the population vector. The resulting cursor movement will be in a direction between the preferred directions of the two neurons, not towards the aimed-at target. Fig. 1(B) shows the population vectors that result from attempted movements to targets spaced around the unit circle, where the tail of each arrow starts at the aiming point. Not only do the population vectors show a consistent bias towards the axis formed by summing the constituent preferred directions, the size of the population vectors also vary as a function of aiming direction. Since the size of the vector correlates with cursor speed, this will cause a speed asymmetry across the workspace.

The OLE corrects for this source of bias by decoding with a different set of preferred directions than the ones defined by the tuning curves. When these are calculated according to Eq. (8), the cursor movements that result from attempted movements to targets spaced around the unit circle are both in the same direction as the attempted movement and are of a uniform length (Fig. 1(C)).
Fig. 2. Simulation results. Mean (± 1 SE) of the trajectories to each of the 16 targets. PVA trajectories are shown as solid lines, minimal OLE trajectories as dashed lines. (A) Open-loop control using 5 simulated neurons. (B) Closed-loop control with the same 5 cells. (C) Open-loop control with 40 neurons. (D) Closed-loop control with those 40 cells.

As a result of the bias inherent in the PVA decoder, simulations of open-loop control show the OLE to be far more accurate than the PVA. Fig. 2(A), (C) show two example simulations, comparing the average trajectories under PVA control (solid lines) to the average trajectories under minimal OLE control (dashed lines) using either 5 (Fig. 2(A)) or 40 (Fig. 2(C)) simulated neurons. While the PVA trajectories consistently miss the targets, the OLE trajectories typically end near the targets. This situation is rectified under simulations of closed-loop control, where it is assumed that the subject has learned the mapping between intended movement direction and resultant cursor movement, and re-aims accordingly (Fig. 2(B), (D)). Under these conditions, the PVA and OLE are equally accurate.

The results of all simulations are shown in Fig. 3, plotted as a function of the number of simulated neurons. The data are heavily averaged, to give an indication of the differences in decoding methods and control modes independent of the individual variation in tuning parameters from experiment to experiment. Each point represents the average of 50 simulated experiments, with a new draw of random tuning curves each time; each experiment represents the average across the 16 targets; and each target represents the average of the 20 individual repetitions to that target.

The open-loop PVA simulation behaves the worst in terms of angular error (Fig. 3(A)). However, there are also slight, though statistically significant, differences between the open-loop OLE and the closed-loop OLE in terms of angular error, where the open-loop error is always greater than the closed-loop error. For 5 simulated cells, the error difference between open and closed-loop control for OLE is 0.55° ± 0.25° (SE) (p = .03, t-test); for 160 cells, it is 0.18° ± 0.05°, (p = 10^-4). These performance differences stem from a misestimation of the true tuning parameters during the calibration session. If the tuning parameters are misestimated, the OLE decoding parameters will not be correct, which can lead to a decoder that has a small amount of bias in it. This bias can be compensated for in closed-loop control. The differences in angular error between the OLE and PVA decoders under closed-loop control were not statistically significant.

The error improvement of the PVA under closed-loop control does not come without a price. Movements made under closed-loop PVA control are consistently slower than the movements with any other decoder or control scheme (Fig. 3(B)). Also, the closed-loop control scheme does not correct for the speed asymmetry exemplified by the change in arrow length as a function of target angle in Fig. 1(B). When the difference between the times required to hit targets in the slowest and fastest directions is computed (Fig. 3(D)), the PVA-decoding asymmetry is always larger than the OLE-decoding asymmetry. The speed asymmetry is paralleled by a change in the variance of the trajectories as a function of target angle. Although the standard deviation of the average trajectory under the two decoders is roughly equivalent when averaged across the workspace (less than 1 mm difference under all conditions, Fig. 3(C)), the difference between the standard deviations of the maximally and minimally variable trajectories is larger with PVA decoding than with OLE decoding (Fig. 3(E)).

That speed asymmetry still exists under simulated closed-loop control is a consequence of the method by which we generated closed-loop trajectories. We assumed that while the subject could
modulate his intended movement direction to compensate for errors in movement direction, he had no control over his intended movement speed. Thus, every intended movement was a unit vector pointing in a certain direction.

These closed-loop simulation results match the on-line performance of our experimental subject well. Fig. 4 shows an example of the center-out trajectories from an experiment switching between PVA decoding and variance-only OLE decoding (recall that in the variance-only OLE implementation, decoding parameters are calculated according to Eq. (9), where $\Sigma$ is the diagonal matrix whose entries are the noise variances of the cells). During PVA decoding (Fig. 4(A)), the trajectories to each target are fairly straight and well separated; there is little indication of the bias that we would expect from open-loop simulations. This bias exists though; when the firing rates that generated the PVA trajectories are decoded off-line with the variance-only OLE decoder, the off-line trajectories are consistently skewed toward the axis running at 45° (Fig. 4(C)). The opposite effect was observed when the monkey was using the variance-only OLE decoder with the same set of recorded cells: movements made on-line with this decoder were typically straight (Fig. 4(B)), while movements decoded off-line with the PVA decoder are biased towards the axis running at 135° (Fig. 4(D)). We suspect that under OLE control, the subject is aiming for the targets, and the PVA is decoding these trajectories in a biased manner, clustering them toward the axis at 45°. Under PVA control, the subject is re-aiming to compensate for this bias, which requires aiming toward points clustered around the axis at 135°. It should be noted that the success rate for this task was 100%. Using visual feedback, the monkey was able to rapidly switch between the two control modes and compensate for the bias imposed by the decoder.

Although the subject compensated for the visuo-motor distortion caused by the PVA decoder, he did not compensate for the speed asymmetry. Fig. 6(A) shows the time to target acquisition plotted as a function of target angle for both decoders. The movements achieved with the PVA decoder have a bimodal distribution, which would be expected from the speed asymmetry profiles shown in Fig. 1(B). The OLE decoded trajectories do not exhibit this bimodal distribution, although they do show large variation with target direction. This is probably due to cursor drift, which could be caused by misestimating the baseline firing rates of the recorded neurons.

One surprising finding from this experiment was that the OLE trajectories are slightly more variable than the corresponding PVA trajectories (the lines in Fig. 4(C) are more dispersed than those
in Fig. 4(A), and similarly for Fig. 4(B) relative to Fig. 4(D)). These variance differences are significant: the average SD (± SE) of the trajectories during PVA control was 5.5 ± .35 mm, the average during OLE control was 7.9 ± .46 mm (p < .001, as assessed by a two factor ANOVA based on direction and decoder type). The variance increase appears to be a consequence of the variance-only implementation of the OLE; when the same trajectories were decoded off-line using a minimal OLE decoder, the variance during the OLE session decreased (average SD: 5.8 ± .29 mm; Fig. 4(E), (F)). To verify that that specific OLE implementation was the cause of the variance differences, we performed another experiment switching between a PVA decoder and a minimal OLE decoder (Fig. 5). Although there is less indication of bias in this example (the lines in Fig. 5(C) and (D) are relatively on target), the main result is that the minimal OLE decoding is, if anything, less variable than the PVA decoding (PVA SD: 5.2 ± .28 mm; minimal OLE SD: 5.0 ± .29 mm, p > .05). Trajectories that would have resulted from variance-only OLE decoding, however, prove to be quite variable (Fig. 5(E) and (F); during the OLE decoding session, the variance-only OLE SD was 7.8 ± .45 mm).

To help understand these results, we calculated, from simulations, the average standard deviation of trajectories resulting from different implementations of the OLE decoder as a function of the amount of data collected during the calibration session (Fig. 7). The variance-only OLE decoder performed better than the full OLE decoder, but worse than the minimal OLE decoder until more than...
Fig. 5. Same as Fig. 4, for an experiment where PVA decoding was compared to minimal OLE decoding. 33 cells drove the cursor in this experiment.

Fig. 6. Time to acquire target plotted as a function of target angle for the experiments of Figs. 4 and 5. (A) PVA compared to the variance-only OLE (corresponding to Fig. 4). (B) PVA compared to the minimal OLE (corresponding to Fig. 5).
4.1. Off-line simulations must be detailed to capture on-line results

Care must be taken when using off-line results to predict the performance of on-line decoders. Under closed-loop control, the PVA and the OLE are essentially the same in terms of target angular error or average trajectory variability, whereas under open-loop control the OLE is decidedly better (Fig. 3). Of course, the differences in off-line prediction would not have been as severe if we were comparing the performance of two unbiased decoders. Even this situation must be approached with caution, however. First, if parameters are misestimated during the calibration session, even theoretically unbiased decoders can become biased. Second, from the experimental results it is clear that the variance-only OLE, which is theoretically superior to the minimal OLE, gave worse results in terms of trajectory jitter (Figs. 4 and 5). We should note that the performance of the variance-only OLE or full OLE might have been better had we used a different estimator for the covariance matrix in Eq. (9). For example, the approach of Daniels and Kass (2001) has been shown to give more consistent results for small sample sizes than the standard sample variance estimator we used. The point we would like to make, however, is that only careful modeling of the calibration procedure reveals the sensitivity of the decoders to noisy estimates of the extra parameters (Fig. 7).

The calibration process is a complicated issue in brain–computer interfaces. On one hand, it seems obvious that one should gather as much data as possible when trying to make estimates of the true tuning curves of the recorded cells. On the other hand, it is possible that the tuning curves themselves are non-stationary, due to random drift (Rokni, Richardson, Bizzi, & Seung, 2007), postural changes, electrode noise, or simply due to attention or fatigue. Even if the tuning curves themselves are stationary, the subject’s intention may not be: it is likely that the learning process begins as soon as movements are attempted (Mazzoni & Krakauer, 2006). Further work will be necessary to understand exactly how the parameter estimation procedure itself affects control.

4.2. Speed asymmetry

One implementation of brain–computer interface devices is as spelling devices for locked-in patients. In these cases, one can take the recorded spike trains and, instead of using them to drive the continuous movement of a cursor, use them to distinguish among several different possible categories (Musallam, Corneil, Greger, Scherberger, & Andersen, 2004; Santhanam, Ryu, Yu, Afshar, & Shenoy, 2006). One could do this with signals from the motor cortex by using a cursor and allowing the center-out target selection to serve as the category choice. In this case, asymmetries in speed or variance across the workspace would translate directly into asymmetries in the ability to select certain categories over others, and would degrade device performance.

The subject in our experiment did not compensate for the speed asymmetry across the workspace that he experienced when working with either the PVA or the OLE controller (Fig. 6). It is difficult to interpret whether or not he could do so, however, as our task did not specifically control for speed, other than providing an upper bound on the overall movement time that was acceptable for success. Most likely, the optimal strategy for the subject to adopt in our task is to hit every target as rapidly as possible in order to get the reward as quickly as possible. In this case, the speed asymmetry might reflect the performance upper bound. Further experiments will need to be conducted to probe whether or not speed bias can be corrected under closed-loop conditions.

4.3. Conclusions

So which of these decoding algorithms is better? One could argue that the minimal implementation of the OLE is the best, since
it is unbiased (given linear neurons) and less prone to estimation error than the other OLE implementations. From the point of view of overall control ability, however, it appears not to matter: our subject compensated for the directional inconsistencies between the two decoders, and while the average speed per target changed, the overall difference between the fastest and slowest target was approximately the same. While it is possible that this subject, who was extensively trained with the PVA decoder, might be more adept at compensating for directional biases than an untrained subject, these results indicate that there is no fundamental limitation on the ability to learn the directional distortions of the PVA. The important point, however, is that the differences between PVA and OLE are not nearly as extreme as open-loop simulation results would indicate. Only simulations that account for the subject’s ability to learn can approximate closed-loop experimental results.

One interesting aspect of this work is that it implies that a minimum variance, unbiased estimator may not outperform a biased estimator under closed-loop control, provided that the leftover bias is readily learnable. To take advantage of this, it is necessary to know what kinds of perturbations are learnable and what kinds are not. The full extent to which a subject can learn to modulate its neural activity when given the proper form of feedback is not well understood, and merits further investigation from both a scientific and a practical, device-oriented standpoint. The brain–computer interface promises to be a flexible platform on which such types of learning studies could be done.
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Appendix. Derivation of the population vector matrix (Eq. (11))

Inserting Eq. (3) into Eq. (4), we have

$$\vec{v}(t) = k_N \sum_{i=1}^{N} \left[ \frac{1}{m_i^0} \vec{p}_i \cdot \vec{d}_i \right] P_i .$$

If $m_i^0 = b_i^0$ and $m_i = m_i^0$, and we ignore the stochastic nature of $f(t)$ by taking the expectation of each side, then we can rewrite the above equation by substituting in Eq. (1):

$$E[\vec{v}(t)] = k_N \sum_{i=1}^{N} \left[ \vec{p}_i \cdot \vec{d}_i \right] P_i .$$

Equating $E[\vec{v}(t)]$ with $\vec{d}_{out}$, extracting the intended direction $\vec{d}_m$ out to the right-hand side, and rewriting in matrix form yields

$$\vec{d}_{out} = k_N \sum_{i=1}^{N} \left[ \vec{p}_i \cdot \vec{d}_i \right] P_i,$$

or, equivalently, Eqs. (10) and (11):

$$\vec{d}_{out} = k_N \vec{p} \vec{P} \vec{d}_{in} .$$

As a check to ensure that the OLE is unbiased, we can substitute in Eq. (8) for the OLE decoding parameters,

$$\vec{d}_{out} = k_N \vec{p} \vec{B}^{-1} \vec{B} \vec{d}_{in},$$

where we recall that $\vec{P}$ is the matrix of true preferred directions, and $\vec{B}$ is its noisy estimate from the calibration session. If $\vec{B} = \vec{P}$, $\vec{d}_{out}$ becomes a scaled, undistorted version of $\vec{d}_{in}$.
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