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Lecture 11. Bayesian inference

How the brain infers the world?
How we infers the happenings in brain?

« Bayes rule

« Bayesian inference

« Bayesian decoding of hippocampus
« Perception as Bayesian inference

« lllusion as Optimal Bayes

Bayes approach

« Alan Turing cracking the Engima code.
« Bernard Koopman narrowing down the search for
German U-boats — Bayesian update.

« John Craven finding the lost Hydrogen bomb in
Palomares B-52 crash incident.

Susan McGrayne: The Theory That Would Not Die: How Bayes' Rule Cracked
the Enigma Code, Hunted Down Russian Submarines, and Emerged Triumphant
from Two Centuries of Controversy

Perception as an inference process based on evidence and priors

Olshausen & Field 1996 Sparseness and independence
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probabilistic formulation

X=y;-4+y2 N +noise

Y1 prior likelihood pigh posterior
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Bayes’ Rule
P(EIH)P,,,(H)

P(H/E)= 2
HIE) Y P(EIH)P,,,(H)
Z

H = a particular hypothesis
E = evidence
H'= all the hypotheses considered.

Bayes rule:
Since P(w;,x)=P(w; |x)P(x)=P(xlw;)P(w,)

P(xlw)P(w))

posterior P(w; 1x)= P00
X

« where in case of two categories

P(x)= iP(x lw,)P®,)

=
« Posterior (hypothesis given the data) = (

« Likelihood (data given the hypothesis) x Prior (hypothesis))
/ Prior(Observation)

Bayes’ Rule

P(w/ x)ox P(x/ w)P(w)

models of the / \

Environment

How data is generated ~ Prior belief - relative
by the environment probability of what to
believe in.
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If one event (catching Salmon) happens more often than the
other (catching Chicken) ...

If P(01)=2/3, and P(w,)=1/3,
without making an observation, how would | guess?

Now, if the observation indicates that x=12.2 inches, how
would | decide? First find the likelihood p(x|w).

Class conditional or

likelihood
\
.

\\

\
AN
\

P(x=1221w,)=0.22 P(x=1221w,)=0.26

X= measurement, observation, w, = classl,w, = class2

Bayes Decision (MAP) Rule

* Choose category i that has the
maximum posteriori probability
(MAP):

P(w, 1x)

* This produces the minimum
probability of error:

P, =1-P(chosen category | x) Thomas Bayes 1702-
1761
Probability of making ALL the wrong choices.

P(x)= E.P()c lw)P(w;)
j=1

~2,02241%026-0233
3 3

P(x=1221w)P@) _0.1466

Pl 1x=122) = - =0.629
P(x=122) 0.233

Pl 1x - 122y~ PE=12210)P@;) 00866 .,
? P(x=122) 0.233

Which one would you choose?
What is the probability of error?

Bayesian solution
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Which object description generated
the image data?

object

y descriptions, S

image data, |

Bayesian models of object perception
Daniel Kersten® and Alan Yuille'

Gurrent Opinion in Neurobiology (2003)

image, |




3/21/19

Which object description generated
the image data?

49 AT

p(s)=p;

e T L
g e

prior, p(S). further narrows selection

p(s)=ps is biggest

likelihood, p(I1S), narrows selection
consistent with projection

Current Opinion in Neurobiology

Motion Perception

Assuming small motion, the change in intensity is equal
to the movement in the image gradient.

ilu_,_ilv — _‘ll using u=ﬁ,v=dy,

ax  dy ot dr dt

Optical flow constraint
ol al al .,
D(r)= —Uu+—V+—
) 2 (ax dy 8t)

Velocity Space

* The optical-flow constraint: the
flow velocity (u,v) has to lie along a
straight line perpendicular to the ()
brightness gradient.

al ol al
—U+—v = ——

ax ay ot
() (uy) =1,

* We can determine the component
in the direction of the brightness
gradient, but not the flow
components in the direction at right
angles.

Resolving ambiguity in local motion estimates
Show aperture movie
Local estimates of motion
® How to integrate local cues?

= intersection of constraints (IOC)
= vector averaging (VA)
= “blob” tracking

—_—
Actual motion
Show Yair Weiss Rhombus movie

What are the priors in motion perception?

Given the same evidence, do we prefer an
interpretation rest on slow motion or fast
motion? Do things tend to move fast or move
slowly?

Show Ellipse.

Priors favoring slow speed:
P(v) exp(—||v||2/2UP2).

The posterior probability of a velocity was computed by combining the
likelihood and prior using Bayes’ rule. Because we assumed that the noise
is independent over spatial location, the total likelihood function is just
a product of likelihoods:

P(|I) = P(v) I PU(x;31) [v), (6)
1
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How to encode uncertainty about the constraints?

Likelihood Likelihood Likelihood
Stimulus at location a at location b at location ¢

Posterior on velocity

PO wexp | W12, = =5 [ B i) (et Ly, + 1) dedy .
\ Xy i /

Here we assumed the entire image moves according to a single trans-
lational velocity, and so summed over all spatial positions. In this case,
3 wi(xy) is a constant, so the posterior probability is given by:

POD = exp | P20, - = [ UG vt Loy, 1 dxdy}
\ 207 Uy

a Image b Image

v

v
u

Prior Likelihood 1 Likelinood 2 Prior Lielinood 1 Likelinood 2
X
Y v
v
Posterior Posterior

Yair Weiss', Eero P. Simoncelli? and Edward H. Adelson® Motion illusions as optimal percepts

nature neuroscience + volume 5 no 6 * june 2002

Hippocampus

Limbic system structure important in
forming new memories and connecting
emotion and senses (smell, sound) to
memories. Primitive brain structure
located on top of the brain stem, buried
under the cortex, involved in emotion
and motivation, feelings of pleasures

(eating and sex). hippocampus \

Hippocampus

Cerebral  Optic  Choroid _Stria
pedundle tract

plexus terminalis  nucleus

Choroid
fissure

Alveus

4 Temporal horn
of lateral
ventricle

Inferior
Tongitudinal
fasciculus

Parshippocampal
Fusiform gyrus

Collateral
suleus

Hippocampus

«  Connectivity
« receives input from much of
cortex as well as subcortical

structures

«  projects back to these same
structures

« recurrent network in HC, what is
it good for?
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Place cells in the CA1,CA3 and dentate gyrus in rodent hippocampus

How to decode the location of the rat based on the
ensemble activities?

Zhang et al., 1998, Journal of Neurophysiology

Neural decoding:

celt 1110111

9

celz [ILTT 111 -
what location do these spikes represent?
(where is the rat?)
g5 cell 1tuning curve _ 0.02(  pirat at location x) given
3 E cell 1 fired 3 spikes
£ 3
° 8 002 pfrat at location x) given
£ s 2 cell i fired ny spikes
& 3
TiT2T3Ta FiF2 TiT2T3T4 FiF2 2
15 cell2tuning curve _ 0.02)  pirat at location ) given £
3 Z cell 2 fired 0 spikes.
g H TIT2T3T4 FIF2
g g Combine evidence
[

TiT2TaT4 FIF2 TIT2TaT4 FiF2 from two cells

Naive Bayes

* Bayes rule
_ PX[Y)P(Y)
P

X =(X1,.., XN)

P(Y|X)

® Naive Bayes assumes that Xi are conditionally
independent, given Y

N
P(X|Y) = P(X3,..,Xn|Y) = [[ P(X:]Y)
i=1

Algorithm

® Step I: Create each cell’s tuning curve

® Occupancy:

® Tuning curve:

Nx)Ar

e pe—
e e

N(x) number of discrete
time steps the rat spend
at each location.

At = the duration (ms) of
each discrete time step.

f(x) = average spike
counts per unit time at
each location.

S(x) spike counts at
location x.

n=number of spikes
within a time window.

Tuning curve re-expressed

f(x)

S(x)
(x)Ar

P(x|

iy

P(x|**spike’”)

F(X) = funcan POx)

e Ot o .St
[ ———
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fmean = Mean firing
rate of the neurons
across all locations.

n=number of
spikes within a time
window.

Decoding Location/
Trajectories
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Is there replay during awake?

«  During sleep and inattentive pauses in the environment,
animals replay sequences of neural activity representing
past experiences. Thought to reflect the process of

Is there replay during awake?

What is about to be experienced in the
forward order (Diba and Buzsaki, 2007)

consolidation. % 2
Noise or Information?
Decoding!
A T2 — " é
1 200m w E
1 - 5 . e g
! 1
P 1 e
e — = forward
Is there replay during awake? Decoding cognition (sweeps)
B
What was just experienced in the reverse order (Foster and high-cost ehoice point teft ? right
Wilson, 2006) -%\ - L
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David Redish




