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Pasupathy, Anitha and Charles E. Connor.Responses to contour diate levels like area V4 is to identify the shape primitives or
features in macaque area \3.Neurophysiol82: 2490-2502, 1999. pasic features represented at those levels. Many shape process-
The ventral pathway in visual cortex is responsible for the perceptip@g theories invoke contour features (angles and curves) as
of shape. Area V4 is an important intermediate stage in this pathw. termediate shape primitives (Attneave 1954; Biederman

and provides the major input to the final stages in inferotempor. il M . ;
cortex. The role of V4 in processing shape information is not yet cleaf gg %ﬁﬁgﬂoqgggg 18%3&0'\1':”%;33:8’ Pc%%gslt(i)tﬁtr:a d Eds(;ailrrr?;lg

We studied V4 responses to contour features (angles and curves); . R . . .
which many theorists have proposed as intermediate shape primitv@8Ometric step beyond individual oriented edges simpler, in

We used a large parametric set of contour features to test the $8Me sense, than rectangular bars, which comprise 4 edges and
sponses of 152 V4 cells in two awake macaque monkeys. Most céligight angles in a specific arrangement. They are ubiquitous
responded better to contour features than to edges or bars, and abitsital elements with high information content (Attneave
one-third exhibited systematic tuning for contour features. In partit954), their presence can be derived by combining individual
ular, many cells were selective for contour feature orientation, redge orientation signals (Milner 1974), and they form natural

sponding to angles and curves pointing in a particular direction. Thﬁﬁﬁrts for constructing more complex representations. Psycho-
was a strong bias toward convex (as opposed to concave) featufggica| findings imply the existence of specialized mechanisms
implying a neural basis for the well-known perceptual dominance 9

- . . perception of contour features (Andrews et al. 1973; Chen
convexity. Our results suggest that V4 processes information ab%n{d Levi 1996; Fahle 1997; Heeley and Buchanan-Smith 1996

Regan et al. 1996; Treisman and Gormican 1988; Watt and
Andrews 1982; Wilson et al. 1997; Wolfe et al. 1992). Phys-
iologists have studied responses to contour features at earlier
stages in the ventral pathway (V1 and V2) (Dobbins et al.

Visual shape information is processed in the ventral cortick®87; Hammond and Andrews 1978; Hegde and Van Essen
pathway, which runs from V1 to V2, V4, and finally into1997; Heggelund and Hohmann 1975; Hubel and Wiesel 1965;
various subregions of inferotemporal (IT) cortex (Felleman andersavel et al. 1990). It has been proposed that contour feature
Van Essen 1991; Ungerleider and Mishkin 1982). At lowegXxtraction is the ultimate purpose of endstopping (i.e., prefer-
levels in this pathway (V1 and V2), shape is represented eice for terminated edges or lines) (Hubel and Livingstone
least partly in terms of local orientation (Baizer et al. 1977987; Hubel and Wiesel 1965). For these reasons, we chose to
Burkhalter and Van Essen 1986; Hubel and Livingstone 198study responses to contour features in area V4.
Hubel and Wiesel 1959, 1965, 1968). At the final stages in IT, We designed a large parametric set of contour feature stim-
cells are often selective for complex objects like faces and, illustrated in Figs. 1 and 2A. Each stimulus consisted of a
hands (Desimone et al. 1984; Gross et al. 1972; Perrett etsingle contour feature (angle or curve) or straight edge centered
1982; Tanaka et al. 1991). To understand how lower-leven the receptive field (RF) of the cell under study. Outside the
orientation signals are transformed into complex object repf8F, the stimulus edges continued and stimulus color gradually
sentations, it is important to study shape processing at intékded into the background gray, as if a spotlight was illumi-
mediate stages like area V4. nating one portion of a larger object. In this way, a single

Only a few studies have addressed shape processing in &@gatour feature could be presented essentially in isolation. This
V4. Desimone and Schein (1987) showed that many V4 cefifowed us to examine whether some cells in V4 that might
are tuned for orientation, width, and length of bar stimuli an@ppear to be selective for more complex stimuli are actually
for orientation and spatial frequency of gratings, as in V1 arggnsitive to individual corners or curve segments. We found
V2. Kobatake and Tanaka (1994) found that some V4 celikat a substantial fraction of V4 cells exhibit such lower-order
respond better to complex shapes than to simple bar stimgpecificity, suggesting that in some cases responses to complex
Gallant and colleagues (1993, 1996) demonstrated selectivitjgpes can be understood in terms of their constituent contour
for curvilinear as well as linear gratings. These studies indicdgatures.
that V4 encodes both orientation and higher-level shape infor-
mation. The exact nature of the higher level information I ETHODS
mains to be determined.

A primary goal in the study of shape processing at intermgingle-cell recording

contour features as a step toward complex shape recognition.

INTRODUCTION

The costs of publication of this article were defrayed in part by the payment We recorded spike activity from isolated V4 cells in the lower
of page charges. The article must therefore be hereby magdtftisemerit parafoveal representation on the surface of the prelunate gyrus and
in accordance with 18 U.S.C. Section 1734 solely to indicate this fact. ~ adjoining banks of the lunate and superior temporal sulci. Recording
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Fic. 1. Example stimuli. Each panel represents a computer screen display, with a dark gray background and a small white
fixation spot toward the upper left. Estimated RF is indicated by a dashed circle, which did not actually appear in the displays.
Stimulus color was constant within the RF and gradually faded into the background over a distance equal to the Rfk—&dius.
90° sharp angles pointing toward the right and rendered in white as a convex projégtiont(ine B) or concave indentatiorQ).

D: 90° smooth convex curve pointing toward the right. Smooth curve stimuli were cubic B-spline approximations to the
corresponding sharp angle stimuli. B-spline control point® iare indicated by diamonds. Vertical and horizontal offsets between
control points for the 90° curve were equivalent to the estimated RF ragit&hs the 5 control points defining the curved portion

of the stimulus fell along the outline of the original angle at intervals/@r. Other curves (45 and 135°) were likewise defined

by 5 control points along the original angle at intervals\é2 r. Positions of all the control points were shifted so that the apex

of the smooth curve coincided with the apex of the sharp angle.

locations were initially based on skull landmarks and then adjusted plotting also was used in some cases where the remaining recording
the basis of response properties, retinotopy, and inferred positiongiofe for the day was limited.

the sulci. Other technical details have been described previously

(Connor et al. 1997). All animal procedures conformed to Natior:g

Institutes of Health and USDA guidelines and were carried out un pntour feature test

an institutionally approved animal protocol. Figure 1 shows four example contour feature stimuli. The small

white dot represents the fixation point, and the dashed circle (which
was not part of the actual display) represents the estimated RF. In Fig.
1, A—C,the contour features are 90° sharp angles pointing toward the

Stimuli were presented on a computer monitor while the animé@ht. The 90° angle is rendered in white as a projecting convex corner
maintained fixation (on a small white dot) within a 0.5° radiu$?) an outline B), or a concave indentatio€}. Smooth curve stimuli
window. Continuous fixation for 4.5 s was rewarded with a drop d¥ere B-spline approximations to the angles. Figueshows a 90°
juice. Each isolated cell was initially characterized by handplottirfgfve Pointing to the right, with the B-spline control points indicated
with colored rectangular bars and ellipses to find the approximate ﬁ)_y:d]amonds. In all cases, stimulus colo.r and brightness were constant
center and optimum bar orientation. within the RF and then gradually faded into the background gray over

Color and width tuning were tested by presenting optimally orf dls_tan(_:e equal to the RF radius, giving the impression of a spotlight
ented bars (with rounded endcaps) at the handplotted RF centeflgninating one cornerofalgrger ob_ject. In this way, a single contour
eight colors and five widths. The colors were red, green, blue, yellofature could be presented in isolation. _
cyan, magenta, white, and black. All colors were adjusted to anThe stimuli were scaled according to average V4 RF diameter at the
approximate luminance of 20 cdfrexcept for blue (15 cd/ and cell's eccentricity (Qashed C|rcles_ in Flg. 1), base_dl on Ga;tass et al.
black, and presented against a background gray of 2.5%dihe (1988) (see preceding text). Scahng W|th_eccentr|C|ty in this manner
widths were 0.025, 0.05, 0.075, 0.1, and 0.125 times the average &}§Ures a ger_lerally consistent r_elatlonshlp k_)etween stlr_nulus size, RF
RF diameter at the handplotted eccentricity [based on the relati®g€ and acuity. In any case, stimulus size is not a major concern in
between RF diameter and eccentricity reported by Gattass et this experiment because the s_tlmull consist of |nd|V|dua_I edges and
(1988); their data suggest that average diameter equals approximafSKners, which have no real size, and the rest of the stimulus fades
1° + 0.625X eccentricity]. The bar stimuli were flashed for 500 m@radually into the background. o .
each and separated by 250-ms interstimulus intervals. During eacH N€ full set of contour feature stimuli is shown in Figh.2Stimuli
trial a sequence of five stimuli was presented. Stimuli were present¥gre presented in the optimum color for the cell under study (shown
in random order until each stimulus had been presented a total of thi¥6&€ as white). Each stimulus consisted of a single contour feature
times. When cells were unresponsive to bar stimuli the optimum colégfined by a sharp luminance/color boundary or a line of width equal
was determined by handplotting. to 1/16 the average V4 RF diameter at the cell's eccentricity. Stimulus

When cells were responsive to bars, orientation tuning was tes{dfninance was constant within the RF (20 c8/mxcept for blue and
using optimum color and width values derived from the previous te§ack), then gradually faded into the background gray (2.5 &d/m
Bar length was set to 0.5 times the average RF diameter and BYr @ distance of 0.5 times the average RF diameter (the full extent
endcaps were rounded. Twelve orientations (15° intervals) were tesgédading is not shown in Fig. &). The stimulus set had four dimen-

(5 repetitions each). sions (the first 3 plotted horizontally and the 4th vertically):

The RF was then plotted more precisely with small bar stimuGoNvEXITY. The stimuli were rendered as convex projections (Fig.
flashed at locations in a square grid covering a circular area withpa, lef), concave indentationsight), or outlines (niddlg. Convex-
diameter of 2.0 times the handplotted RF diameter and a spacingtgfconcavity was defined by considering the stimulus (shown in white
0.125 times the handplotted diameter. The bars were of optimuisre) to be the figure, based on its smaller size relative to the
color, width, and orientation, with length equal to 0.25 times theomogeneous gray background (see Fig. 1).

handplotted diameter. Bars were flashed for 250 ms each with 500'815RVATURE The stimuli were either sharp anal n e within
interstimulus intervals. The grid locations were sampled once each iR - hestimuliwere either sharp anglies (© o
ﬁ:h block of Fig. 2) or smooth curved B-spline approximations to

random order. The response plot was smoothed by means of lo ; o ; . .

spatial averaging. The RF center was estimated by calculating {Hg andles (on theight within each block; see Fig. 1 for details of
center of mass for all responses0% of the maximum (75% for spline construction).
highly asymmetric plots). Many cells failed to respond in this test; iInCUTENESS. The angles and their corresponding curves had three
these cases, handplotting was used to estimate the RF center. H&kls of acuteness (45, 90, and 135°), with the straight edges (180°)

Preliminary tests
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FIG. 2. Stimulus set and example results.
A: stimulus set. Within each circle a white
stimulus is displayed against a dark back-

B c > ground (the circular boundaries serve only to
8 @  separate stimuli in this figure and were not
g B part of the actual display). Each stimulus con-
2 § sisted of a straight edge, angle or curve, drawn
o 3 as an outline or filled in one direction or the
3 @  other, with full illumination within the recep-

3 @ tive field (RF) and gradual fading outside the

5 5  RF (the full extent of fading is not shown

2 7102 here). For further details se&THoDS. B: ex-

3 45 g ample response pattern showing tuning for
angles pointed in the 135-180° range. Aver-
age response strength for each stimulus corre-

C c 90 »  Sponds to the surrounding gray level, which
2 2 refers to the scale bar at the right. Stimulus
« 135 -] K R .
€ 8 fading is exaggerated to emphasize the sur-
'% 180 2 rounding gray level. Stimuli included in the
@ 225 3 primary peak (semeTHoDS) are denoted by an
£ 270 ®  asterisk to the upper rightC: example re-

2 7“'_10 S sponse pattern showing tuning for curves

‘g 315 ) - § pointing in the 0-315° rangeD: example

s 0 “‘% . @ response pattern showing standard orientation

8 a5 "o £ tuning.
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representing the limit at the obtuse end of the scale for both typesaffsets were 0.175 times the average RF diameter, so that the total
stimuli. span in the horizontal and vertical directions was 0.35 times the
CONTOUR FEATURE ORIENTATION. The features point in eight di- 2verage RF diameter. The selected stimuli included the contour fea-
rections: upward (90°) in the top row, upper left (135°) in the secorf'® €voking the strongest response and at least one other contour
row, etc. Contour feature orientation is a circular dimension, and hig&ture that contained the same component orientations (or a similar
been arbitrarily split in Fig. 2 between 9Gbp) and 45° botton). For  ange _of orientations for smooth curves) but elicited a weak response
most cells, stimuli were presented at the eight orientations shown(f¢€ Fig. 12 for examples).
Fig. 2. In cases where the preliminary bar orientation test revealed a
strong tuning peak, the orientations of all the stimuli were rotated &ata analysis
that there would be straight edge stimuli at the preferred orientation. . .
L . . Response rates were calculated by counting spike occurrences

Stimuli were flashed for 500 ms each and separated by interstimysin '3 500-ms window beginning at stimulus onset. Background
lus intervals of 250 ms. A sequence of five stimuli was presented ifie \as derived in a similar way from null stimulus periods inter-
each trial. The entire stimulus set was presented in random ordgg seq randomly among stimulus presentations in all tests. Back-
without replacement five times, except in one case where only thrge) \q rates were typically low (average.9 spikes/s), and analyses

repetitions were completed. with and without background subtraction yielded similar results. The
results presented here are based on subtraction of average background

Position test rate from the response rates for each individual repetition of each
stimulus.

Some cells were tested with a subset of the stimuli at five positions:We used quantitative indices of tuning strength and breadth to
at the RF center, and offset to the right, left, top, and bottom. Thessess what kind of information, if any, cells might convey about
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contour features. We first averaged responses to each stimulus accosslar Kolmogorov-type analysis (Mardia 1972). The Kuiper’s test
repetitions to gea 3 convexity X 2 (curvaturd X 3 (acutenegsX  statistic is the sum of the maximum positive and negative deviations
8 (contour feature orientationresponse function. (The 180° acute-0f the observed cumulative distribution function from the hypothetical
ness single edge and line stimuli were excluded from this analysisfeoction (which in our case was the uniform distribution function). In
as not to confound tuning for angles and curves with tuning for edgech Monte Carlo simulation, a random function (with equivalent
orientation. Exclusion of the edge stimuli made little difference; sesimber of observations and discretization) was generated (under the
REsULTS) We next applied a peak-finding algorithm that identifie@ssumption of uniformity), and the Kuiper’s statistic was calculated.
compact, contiguous regions of the four-dimensional response furidis produced a distribution of values expected on the basis of the null
tion in which all stimuli evoked responses greater than half tHe/pothesis (that the underlying distribution was uniform). The level of
maximum response>HM). The region with the largest summedsignificance was the fraction of iGandomly generated Kuiper's
>HM response was designated as the primary peak. (THM sum values greater than or equal to the observed value.
was based on just the portions of the response rates above the
half-maximum cutoff.)

Primary peak strengtiwas defined as the primary peakisHM RESULTS
sum divided by total>HM responses across all stimuli. A cell with a .
single large peak would have a primary peak strength of 1.0, wherec{\agmour feature tuning
a cell with many separate small peaks would have a primary peal : : :
strength closer to 0. In contrast to some measures of tuning strengtb’ve used fthleSZSt{/rr;ulus set Shpr\?/nRII:n Figh 29 .t?St the .
like those based on the difference between maximum and minim ﬁ{éponses o o neurons wit eccentricities ranging
values, primary peak strength reflects specificaihymodaltuning. 11OM Q.l to 7.8°. Isolated Cont(_)urfeatures were generally more
This was important for our data because multimodal tuning was likeBffective than edges or bars in driving V4 responses. For the
to represent sensitivity to other dimensions such as edge orientati@ige majority of cells (138/152 or 91%), the most effective
Primary peak sizevas defined as the fraction of stimuli (of a total ofstimulus in our test was a contour feature rather than a straight
144, excluding single straight edges and lines) included within tlegige or line. On average, the strongest edge/line response was
>HM primary peak. This index is analogous to peak width at ha@inly about half the strongest contour feature response (average

height in a one-dimensional response function. ratio 0.56). This must at least partially reflect the high degree

For those cells with clear overall tuning (based on high primaré(f endstopping in V4 reported previously (Desimone and
peak strength and low primary peak size values), we also charac

ized responses in each of the four stimulus dimensions separately. @Pe'ﬂ 19.87)' But within a subsample Of.Gl cells test_ed with
each dimension, we generated a one-dimensional response functio 8 S“”.”“'.' of I_ength'e_qual to half the estimated RF diameter
summing across the other three dimensions. (The sums includedt3f majority still exhibited stronger responses to contour fea-
responses to individual stimulus repetitions that exceeded batWl€S. These cells were tested with bars of optimum color and
ground, with no thresholding at half-maximum as in the peak deteiidth at 12 orientations (15° intervals) in a preliminary char-
mination.) The summed values were normalized by dividing by theiicterization of orientation tuning (seetHops). Other cells
average, rather than their maximum, so that response variation comidre not tested in this way either because preliminary hand-
be compared visually in terms of peak values (stronger tuning corigtotting and color/width tests disclosed little or no response to

sponds to higher peaks). A similar procedure was used to genelgigs handplotting indicated an absence of bar orientation tun-
edge orientation tuning functions (for all cells), collapsing across tl'i]ﬁ

; 19, or the remaining recording time was too short for exten-
three convexity values to get four summed values that were aggw?e preliminary tests. Even in this subsample, which was to
normalized by dividing by their average. : ’

Significance of response variation was measured with randomiz2Me degree preselec;ted for str_onger bar responses, 74% of the
tion ANOVA (Edgington and Bland 1993; Manly 1991). RandomizaC€lls (45/61) had a higher maximum response in the contour
tion tests rely less on assumptions about sampling, and they canf@ature test than in the oriented bar test.
used to test the significance of derived measures like tuning indicesVlany cells exhibited clear, unimodal tuning for a particular
(Manly 1991; cf. Connor et al. 1997; Gallant et al. 1996). A mainange of contour features. An example is shown in Fig). 12
effectF ratio was calculated for the original data. Then the respongigis plot, average firing rate based on five stimulus repetitions
rates for individual stimulus repetitions were randomly permuted represented by the background gray level surrounding each
across the dimension in question (but within the other 3 dimensiong}imulus icon. Response rates range from 0 (light gray) te- 42
and the test statistic was recalculated. This procedure was repeaje (SE) spikes/s (black). This cell responded best to convex

10,000 times to yield a distribution of values expected on the basis : : - ° _
the null hypothesis (that the dimension in question had no bearing f(%?tures oriented in the 135-180° range. Responses were stron

response rates). The level of significand® (vas the fraction of ger for sharp (vs. SmOOth) and acute (vs. obtuse) featl.”es' The
randomly generated values greater than or equal to the original val{gSults cannot be explained in terms of standard orientation
Randomization was also used to test whether contour feature ¢Hning for individual edges, since many of the least effective
entation tuning functions were consistent across different valuessfmuli (including the straight edges) contain the same edge
other dimensions, e.g., acuteness. This was done by first calculatireentations as the most effective stimuli. Another example of
the correlation coefficient between the two contour feature orientatigontour feature tuning is shown in FigC2This cell responded
functions in question. Then the pairing of values between the tvsest to convex and outline smooth curve features oriented in
functions was randomly permuted and the correlation coefficiefe 315-0° range.
retl:alculated 106000 ﬂmgs. _Thif Eroceltljtl]re yiﬁ'd?‘d (a;]disgibution Of A contrasting result is presented in Figd2The response
values expected on the basis of the null hypothesis (that there wa : : ; :
underlying correlation between the 2 functions). The level of signiSEI?"(Btern for this cell reflgcts standard orientation tuning. The
gl responded to a variety of sharp angle and smooth curve

icance was the fraction of randomized correlation values greater t . A - . o
or equal to the original value. outline stimuli (niddlg containing edges oriented near 75°.

Another statistical question was whether the distribution of contotlin€re is no clear single peak as in the other examples, and thus
feature orientation tuning peaks was significantly nonuniform. ThiRo indication of contour feature tuning.
was assessed with a Monte Carlo version of Kuiper's test, which is aTo quantify contour feature tuning, we determined for each
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feature space (as in Fig. B,andC) fall near the upper left. At
the extreme upper left, several cells with primary peak
strength= 1.0 and primary peak size corresponding to just a
few stimuli are superimposed|(). One of these narrowly
tuned cells is shown in Fig. 4. Cells with multiple small peaks
and no apparent contour feature tuning (e.g., Fig). fall near
the bottom of the plot. The shaded box marks the region of
cells chosen for more detailed analysis (see following text).
The cutoffs (primary peak strength 0.7 and primary peak
size= 0.15) are necessarily arbitrary, since the distribution is
continuous, but the selected cells all had a single predominant
and relatively focused tuning peak in contour feature space.
The subsample comprises 50 cells (33% of the entire sample;
2 additional cells falling within the specified range were ex-
cluded because they responded best to a single straight edge or
0'00_0 01 02 03 04 05 06 line). For these cells, on average, the strongest edge/line re-
sponse was only about one-tenth of the strongest contour
feature response (average ratio 0.11). The peak analysis
FiG. 3. Distribution of primary peak strength and primary peak size (sEesented here excluded the edge/line stimuli so as not to

Primary peak strength

Primary peak size

e o o e e oo vagigniound contour feature tuning with edge orientation wning,
respect to the horizontal axis indicates primary peak size. Arrows designftdt inclusion of the edge/line stimuli made little difference: No
points at which multiple cells overlap. further cells appeared in the shaded region, and four cells that
were in the shaded region fell slightly below the primary peak
cell the primary peak in the 3 (convexity) 2 (curvature)x 3  strength cutoff of 0.7.
(acuteness, excluding the 180° single straight edges and
lines) X 8 (contour feat_ure orientation) _stim_ulus space. A PeaXontour feature orientation
was defined as a contiguous set of stimuli evoking responses
greater than half-maximum (se&TtHobs). In Fig. 2,B-D, the Contour feature orientation tuning functions for individual
stimuli falling within the primary peak are indicated by astereells are shown in Fig. 5. The tuning functions were derived by
isks. The peaks appear discontinuous because two of thedlimming across the other three dimensions and normalizing.
mensions (curvature and acuteness) are plotted recursiv€pntour feature orientation is plotted in the circular dimension
The primary peaks were characterized by two indices, primaamd normalized response rate is plotted in the radial dimension.
peak strength and primary peak size. Primary peak strengtiee inner ring in each plot corresponds to the normalized
represents the fraction of response strength above the halferage response; successively larger rings correspond to twice
maximum level contained within the primary peak (seeH- the average and three times average. Where necessary to avoid
obs). Primary peak strength was high for the cells exhibitinfuncation, the scale was compressed so as to include four or
contour feature tuning in Fig. B (1.0) andC (0.83), but low five times average. The plots are arranged in rows according to
for the cell exhibiting standard orientation tuning in Fid 2 which contour feature orientation produced the strongest re-
(0.37). Primary peak size represents the fraction of stimulaponses. The distribution of contour feature orientation peaks
space covered by the primary peak (analogous to width iatuneven but not significantly different from a uniform distri-
half-height for a 1-dimensional tuning function). Primary peakution (Kuiper's testP = 0.44). Shading denotes significant
sizes for the cells in Fig. B-D, were 0.028, 0.042, and 0.014,(P < 0.05) tuning based on randomization ANOVA. Tuning in
respectively. this dimension was significant in all but one case, and response
Figure 3 shows the primary peak index values for the entivariance was higher than in any other dimension for most cells
sample of 152 V4 cells. Each cell is represented by a d¢88/50; 76%).
Primary peak size is indicated by position with respect taxthe Contour feature orientation tuning was typically consistent
axis and primary peak strength by position with respect to tlaeross other dimensions. For example, the cell in Fig. 6 re-
y axis. Cells with strong, focused tuning peaks in contowponded well to features oriented at 30° (and to a lesser extent

Convexity: +— Convex { Outline ik Concave
Curvature: —Sharp— FSmooth-~ —Sharp— +Smooth+ +—Sharp— +Smooth -
Acuteness: 45 90 135180135 90 45 45 90 135180135 90 45 45 90 135180135 90 45
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FIG. 4. Example response pattern showing un-
usually narrow tuning. The primary-HM peak
(seevETHODS) comprises just 2 stimuli (¥). See Fig.
2 for further details.
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FiG. 5. Individual tuning functions for contour feature orientation. In each 5 2 ® 5 2 2 5 e 2

plot, the circular dimension represents contour feature orientation and the 2 = § g = § § £ §

radial dimension represents response level summed across the other 3 stimulus 3 o 8 o o 8 o o 8

dimensions and normalized. Inner circle corresponds to the average normalized o . . . .

response, and successively larger circles correspond to twice the average,F%- 7. Individual response functions for convexity. Horizontal axis repre-
times average, etc. In most cases the outer circle represents 3 times avemg,S convexity and vertical axis represents response level summed across the
but for some cells the scale had to be condensed to avoid truncation, so tha@iher dimensions and normalized. Cells are plotted ifdftemiddle or right

outer circle represents 4 or 5 times average. Shading denotes significant (column depending on whether they responded best to convex, outline, or
0.05) tuning. Plots are arranged in rows according to peak contour featGRicave features. Cells are plotted in top or bottom rowdepending on
orientation. In some cases the peaks do not fall exactly at one of the 4gqether response variation across convexity was significant 0.05).

intervals because the stimuli were rotated to match an optimum bar orientation

established in preliminary tests (seeTHops). values (in the arbitrary order convex/outline/concave) and the
vertical axis represents normalized response summed across the
O¥er three dimensions. Cells with significaRt< 0.05) response
ariation in the convexity dimension are plotted in Figb@itom
‘ow; nonsignificant cases are plotted in Figtafy row.Response
iation across convexity was significant in all but two cases.
l|s are plotted in Fig. 1eft, middle,andright columnsaccord-
o whether they responded best to convex, outline, or concave
ures. Most cells responded best to either convex (23/50) or

values (see also Fig. B and C). Analysis showed that this
cell's contour feature orientation tuning functions were signi
icantly correlated across all pairings of acuteness values,

pairings of convexity (convex/outline and concave/outline) al
across curvature. The response patterns for most cells sho
significant correlations across at least two values of acuten

(38/50; 76%), convexity (37/50; 74%), and curvature (36/5Q,iine (21/50) features. This bias against concave features is

72%). This consistency argues against explanations of CONtQYE myjified by the cell in Fig. 8, which responded well to convex
feature tuning in terms of lower level factors like contraslyg gtiine features oriented at 15° but not at all to the corre-
d]rect|on, spatial frequency and component edge orientati nding concave features (see also Figd 2ndC). The con-

since these factors change across acuteness and convexity, Ey bias is interesting in light of psychological studies showing

cells continue to respond specifically to contour features poiR convex features are more perceptually significant than con-
ing in a particular direction (semscussioN. cave features (seBscussion).

Convexity
] ) o Acuteness
Convexity response functions for individual cells are shown in
Fig. 7 (for the definition of convexity, see Fig. 1 angrHops). In Acuteness tuning functions for individual cells are shown in

each graph, the horizontal axis represents the three convefity. 9. In each graph, the horizontal axis represents acuteness,

Convexity: | Convex i | Outline ik Concave |

Curvature: +—Sharp— +Smooth-4 —Sharp— +Smooth—4 +—Sharp— FSmooth+
Acuteness: 45 90 135180135 90 45 45 90 135180135 90 45 45 90 135180135 90 45

s 75 e z FiG. 6. Example response pattern demonstrat-
s 120 5 ing consistency of tuning for contour feature ori-
< S entation across other dimensions. This cell re-
£ 165 @ : o

5 : ° sponded to contour features oriented at 30° for
g 210 & multiple levels of acuteness and convexity. See
§ 255 =  Fig. 2 for further details.

& T,

%-, 300 i §

2 345 -10 2

S 8

o KA

LR Y 5
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Convexity: | Convex i} Outline { | Concave |

Curvature: —Sharp— FSmooth-4 —Sharp— FSmooth- —Sharp— +Smooth-
Acuteness: 45 90 135180135 90 45 45 90 135180135 90 45 45 90 135180135 90 45

105
150
195
240
285
330
» @O0

60

Fic. 8. Example response demonstrating bias in
favor of convex and outline stimuli and against
concave stimuli. This cell responded to angles ori-
ented at 15° in the convex and outline domains but
failed to respond to the corresponding concave
angles. See Fig. 2 for further details.

Contour feature orientation
(oas/soyids) ajes asuodsay

and the vertical axis represents normalized response sumrteedmooth stimuli are plotted irnght column Curvature was the
across the other three dimensions. Cells with significBn&( dimension of least influence in our data; only 56% of cells (28/50)
0.05) acuteness tuning are plotted in Fig. dattom row; exhibited significantly different responses to sharp and smooth
nonsignificant cases are plotted in Figt® row. Tuning was stimuli, and the average response variance associated with curva-
significant for 72% (36/50) of the cells in our sample. Cells atere was lower than for any other dimension. Thus many cells
plotted left, middle,and right columnsaccording to whether responded in a similar fashion to both sharp angles and their
they responded best to the 45, 90, or 135° acuteness levels. Bkapline curve counterparts, as can be seen to some extent in Figs.
majority of cells responded best to 45° features. However, tHB, 4, and 8. On the other hand, the responses of some cells were
acuteness bias was much less pronounced than the convedligprly biased toward either sharp or smooth stimuli (e.g., Fig.
bias described above, in that the average response varia®Cp These results do not necessarily imply anything about cur-
associated with acuteness was approximately one-fifth tvature representation in general. They only serve to contrast
associated with convexity (compare the steepness of the furgsponses to angles with sharp corners and angles smoothed using
tions in Figs. 7 and 9). the specific B-spline procedure shown in Fig. 1.

Curvature Edge orientation

Curvature results for individual cells are shown in Fig. 10. In Standard orientation tuning was measured by analyzing re-
each graph, the horizontal axis represents sharp angle vergenses to the single edge/line (180° acuteness) stimuli. Nor-
smooth B-spline curve stimuli, and the vertical axis represents Maximum
normalized response summed across the other three dimensions. response: Sharp Smooth
Cells with significant differences between sharp and smooth stim- n=30 n=20

uli are plotted in Fig. 10bottom row.Cells responding better to

sharp stimuli are plotted ileft column and cells responding better
- ] 20 - n=13 4 n=9
c £~
Maximum H] g_
response: 45° 90° 135° Q 2
n=35 n=9 n=6 = o
c T
o 0
= 8 1.0 4 % A VA
= % 2.0 n=9 . n=2 i n=3 qa g
£3 i
% E 1.0 4 %,% i 7%‘\‘ 4 0.0 ' ' ' I
a T
3 ¢
2 3 2.0 - n=17 i n=11
0.0 T T T T T T T T ) g
c o
o n
o 2
g A n=7 n=3 ‘E .3
[ o & 101 7
2 o » E
c g - _ 5
3 e 3
S 0.0 T T T T
= g £ g £
0.0 [} o « Q
45 9 135 45 % 135 45 %0 135 5 g 5 g
Acuteness Acuteness Acuteness [77) (7]

FiIG. 9. Individual tuning functions for acuteness. Horizontal axis repre- Fic. 10. Individual response functions for curvature. Horizontal axis rep-
sents acuteness and vertical axis represents response level summed acrossstiets curvature and vertical axis represents response level summed across the
other dimensions and normalized. Cells are plotted ingftemiddle,or right  other dimensions and normalized. Cells are plotted inéfteor right column
column depending on whether they responded best at the 45, 90, or 12&tording to whether they responded best to sharp angles or smooth curves.
acuteness level. Cells are plotted in ttep or bottom rowdepending on Cells are plotted in théop or bottom rowdepending on whether differences
whether acuteness tuning was significait<( 0.05). between responses to sharp and smooth stimuli were signifieant@.05).
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malized tuning functions were created by collapsing across A
convexity to yield four values. (As discussedvarHobs, when

1.0

preliminary tests revealed an orientation tuning peak for bar e o % A ﬁﬁdﬁ

stimuli the stimulus set was rotated so that one of the four edge 3 o - \o‘ft ®

orientations coincided with that peak.) ANOVA indicated sig- 2 ° Aa "AA/./'A 4

nificant edge/line orientation tuning in 57% of the entire sam- S 075 o ? .agéfé ¢

ple (87/152) and 46% of the subsample from Fig. 3 (23/50). = %»A Iy %A

These percentages would presumably be higher if the cells had ‘q:'; s Y

been tested with optimum bar stimuli rather than continuous 5 0.5 4 YN A,

edges and lines. o Abpt an by
Since edge orientation is a standard tuning dimension, it g Lo &

provides a useful comparison with tuning for contour feature- & A/’o A b

related dimensions. The most relevant comparison is with § 0.25 4 A A

contour feature orientation, which was the dimension of stron- € A

gest tuning and is the most analogous to edge orientation. In 3

Fig. 11, orientation tuning for edges and contour features is 0.0 .

compared in terms of the differences between maximum and " 0.0 0.25 0.5 0.75 1.0

minimum values in the respective tuning functions. In Fig. Edge orlentation Index

11A, the tuning index for both edges and contour features is B 9

(maximum — minimum)/(maximum). (Thus a value of 0.75

indicates that the largest response difference was 75% of the 1.0 PN IO =

maximum value in the tuning function.) Each cell is plotted » N A‘.A A N A Ry

with respect to its edge orientation index on thaxis and its § T e * °A‘A A

contour feature orientation index on tlreaxis. The different = 075 S o AA Y

symbols indicate cells with strong contour feature tuning from 2 e AA. y A AN,

the subsample in Fig. 3, cells that showed significant edge g L A‘ A A A,/?3 2

orientation tuning4\), and the intersection of these two groups 2 g AA . 4 R

(A; i.e., cells from the Fig. 3 subsample that also showed ° 051 o A A AA A 4

significant edge orientation tuning). Cells that belonged to 5 T % A B

neither group are not shown. Tuning strength in the two do- ‘g - /4" ¢

mains is roughly comparable, with the majority of cells show- = A A A

ing index values>0.5. Edge orientation tuning is stronger than § 0.25 1 A A

contour feature orientation tuning for the majority of cells 5

overall (as indicated by the preponderance of cells taitie ©

of ---), though not for the majority of cells in the Fig. 3 0.0 + ; , T

subsample® and A). 0.0 0.25 0.5 0.75 1.0

The analysis in Fig. 1A ignores absolute differences be-
tween edge and contour feature tuning, since the two functions
are normalized separately. For the Fig. 3 subsample cells,

p : : : IG. 11. Comparison between contour feature orientation tuning and edge
which had much lower responses 1o edge stimuli, this meaor}éntation tuning based on differences between maximum and minimum

that high edge index values may actually reflect relatively l04es in the respective tuning functions. Tuning index for both dimensions is
response rate differences. This would explain why some cefgximum — minimum) 47 (maximum). Symbol color represents contour
without significant edge orientation tunin@) still have edge feature tuning £ ande denote cells belonging to the subsample from Fig. 3),
index values around 1.0. To provide a more direct comparis&‘i‘d symbol shape represents edge orientation tuaiagq~ denote cells with

. . . . significant edge orientation tuning). Thus there are 3 categories of eells:
in Fig. 11B the index values are scaled according to t lls that only belong to the Fig. 3 subsample; cells that only show

maximum response to an individual stimulus within the re_'%T'gnificant edge orientation tuning; amdcells with both characteristics. Cells
vant category (contour features for the contour feature oriemith neither characteristic are not plottett. comparison based on separate

tation index, edges/lines for the edge orientation index; sarmalization of contour feature orientation and edge orientation tuning func-

; ; : fions. One cell failed to respond to edge/line stimuli and is plotted at 0 on the
legend for detalls)' This greatly reduces the Edge O”ema“g%ge orientation scalB: comparison based on adjustment of tuning indices for

index for many cells, .espeplally those from the Fig. 3 sulipsolute firing rates. We determined the maximum response to an individual
sample. Thus edge orientation tuning appears strong when éf@ulus within the relevant category (i.e., within the entire set of contour

edge/line stimuli are considered separately, but less strikifegture responses for the contour feature orientation index, and within the
when considered relative to the typically higher responsesetrajire set of edgelline responses for the edge orientation index) and the

. . . aximum responsacrossboth categories (i.e., across the entire stimulus set).
contour features. Orientation tuning for bars would probably lﬂ%ex values were multiplied by their respectiwdthin/acrossratios. (This

mUCh stronger in an absolute sense, but bar_s were not incluggid was always 1.0 for whichever category contained the highest response.)
in our stimulus set. The most that can be said from the presatmally, a direct comparison could be made between unnormalized tuning
results is that some cells show strong contour feature orienfnctions, but here the 2 functions were collapsed across different dimensions

; P ; : : different numbers of stimuli. (Collapsing across extra dimensions will
tion tuning, others show strong edge orientation tuning, ar|3educe average values if there is tuning in those dimensions.) As a result, the

tun@ng _strength for these two groups in _their re_spective dRvaximum individual stimulus (noncollapsed) responses provided the best
mains is roughly comparable. By extension, tuning for cofdirect comparison.

Edge orientation index
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vexity, acuteness and curvature may be somewhat weaker than E:, E,

standard orientation tuning.

Position
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A critical question in studies of shape representation is

whether apparent tuning for complex stimuli actually depends

on changes in the position of simpler components. In our study, B

for example, a particular contour feature might evoke a stron—@_ B A
ger response simply because it included an edge close to a
particularly responsive region in the RF. This seems unlikely to n
explain the data presented in the preceding text because in

every case the component edges in the optimum stimuli ap- E_
peared in other stimuli at nearly the same positions but failed

to evoke strong responses. As a further control, however, wes E_ ]_
tested 24 cells of the 50 in the Fig. 3 subsample with a selected
subset of the contour feature stimuli presented at multiple
positions. In each case, the selected stimuli included one op-
timum contour feature and at least one other contour feature .,
that contained the same edge orientations but failed to stronglﬁzL EJ E:L
activate the cell. Example results for three cells are shown i

Fig. 12. In each plot, the stimuli are shown laft, with the
optimum feature at théop followed by three other features
containing the same component orientations (or ranges of
orientations in the smooth curve case). The other columns
show the responses to these stimuli when presented at thl Eﬁ E_
center of the RF and offset to the right, top, left, and bottom.

(In A andC, the 2nd row stimuli evoked moderate responses E_
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because they fell within the flanking regions of the contour

feature orientation peaks for the cells.) The separation between
the right/left and top/bottom positions was 0.35 times the o
average RF diameter (seeTtHops). Larger displacements

[N n
in 001 EBEml

were found to drastically reduce responses overall, rendering
the test less meaningful. Even in the examples shown in Fig. LN s itul =

A O

Q000 0000 000

Fic. 12. A-C example position test responses for three cel$t stimuli,
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(oas/sayids) ajes asuodsay

FiGc. 13. Position test histograms for 24 cells. Each plot has 5 bar histo-
grams arranged in a pattern corresponding to the 5 stimulus positions (at the
RF center and offset to thigght, left, top,andbotton). &, normalized response
and standard error for the optimum stimulus; normalized response to a
nonoptimum stimulus containing the same individual edge orientations (or
range of orientations in the case of smooth curve stimuli).

12, some displacements produced lower responses to the opti-
mum stimulus. But the important point is that there were no
positions at which a previously ineffective stimulus evoked
responses comparable to those evoked by the optimum stimu-
lus at the center position.

Results for all 24 cells are presented in Fig. 13. In each plot,
the normalized responses to the optimum stimulus are repre-
sented byE, and responses to a nonoptimum stimulus contain-
ing the same edge orientations are represented byRe-
sponses at the five different positions are represented by bar
graphs at corresponding locations. In some cases, displace-
ments from the center position strongly increased or decreased
the response to the optimum stimulus, but the maximum re-
sponse (across positions) to the nonoptimum stimulus never
equaled the maximum response to the optimum stimulus.

with the optimum stimulus at the top followed by 3 stimuli containing the same
individual edge orientations (or range of orientations for the smooth CUN® SCcUSSION
stimuli in A). Right responses to these stimuli presented at 5 different posi-

tions. Response rate is represented by surrounding gray level, which refers t
the scale bars at the right. Responses in the position test were sometimes
as inB and C, possibly because of fatigue due to the inclusion of a high

percentage of effective stimuli.

IOV‘&Ne have shown that many cells in area V4 exhibit system-
&lc¢ tuning for contour features, i.e., angles and curves. There
is no simple explanation for contour feature tuning in terms of
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lower-level factors such as edge orientation, spatial frequenpgnent orientations is apparent.) The end result would be a
and contrast direction. The dimensions of greatest respomssgnal related to the presence of a sharp corner pointing to the
variation are contour feature orientation (the direction in whiafight. Theorists have proposed that contour feature information
angles or curves are pointed) and convexity (whether tiederived by combining endstopped orientation signals pre-
angle/curve is rendered as a convex projection, an outline, azisely in this manner (Hummel and Biederman 1992; Milner
concave indentation). There is a strong bias toward conv&Q74).

(and outline) features and against concave features, consiste®t simpler, related explanation might be that cells are tuned
with psychological findings (see following text). Altogetherfor a single edge/bar orientation, again with endstopping in just
the results suggest that contour features are extracted as intee direction. This could explain contour feature orientation
mediate level shape primitives, as a step toward complex shapeing for acute (45°) angles because acute angles contain two

recognition. closely apposed edges of similar orientation and have a rela-
tively narrow width, so that responses might reflect tuning for
Lower-level factors either edges or bars at a nearby orientation. However, this

mechanism would not explain why contour feature orientation

It is important to consider whether apparent tuning fduning remains consistent for the 90 or 135° angles (as it does
contour features might simply reflect standard tuning for lower the majority of tuned cells; seesuLtsand Figs. 2, 4, 6,
er-level factors such as edge orientation, spatial frequency, ard 8). These more obtuse contour features contain dissimilar
contrast direction. Standard tuning for edge orientation fails éalge orientations that substantially overlap with edge orienta-
explain the present data on several grounds. In every casdiofis contained by contour features pointing in other (nonop-
contour feature tuning, the component edge orientations caimmum) directions. Moreover, they have no real “bar” orienta-
tained in the optimum features also appeared in many othiemn, i.e., no oriented section of relatively narrow, relatively
stimuli that failed to evoke strong responses (e.g., FB); 2 constant width. Thus, consistency of contour feature orienta-
tuning for contour feature orientation typically remained cortion tuning across different levels of acuteness implies a
sistent across acuteness despite changes in component stigktly more complex mechanism.
orientations (e.g., Fig. 6); and almost all cells responded better
to contour features than to any individual edges or "”eéonvexity
Spatial frequency tuning fails to explain the data for similar
reasons: similar spatial frequencies appeared in optimum andur data reveal a strong response bias toward convex fea-
nonoptimum stimuli, and tuning for contour feature orientatiotures and against concave features. Convex features are defined
typically remained consistent across acuteness and convekigye as angles and curves in which the figure projects into the
despite substantial changes in spatial frequency content (daaekground (see Fig. 1). More precisely, the region inside the
ticularly between the outline and convex/concave features; sagle (or curve) is continuous with the smaller image region,
Fig. 6). Selectivity for color/luminance contrast direction is.e., the figure (which in our experiment was filled with the
likewise inadequate to explain the response patterns, agaptimum color for the cell), whereas the region outside the
because the same contrast edges are shared by both optirangie is continuous with the large homogeneous field that
and nonoptimum stimuli and tuning is consistent across diffezevers the rest of the screen, i.e., the ground (which in our
ent convexity values despite changes in contrast directi@xperiment was dark gray).
Finally, the response patterns cannot be explained by differenBecause the figure was always rendered in the optimum
tial surround stimulation. Although it is true that surroundolor against a dark gray background, we don’t know which
stimulation varied with stimulus type, tuning for contour feaeue (figure/ground organization or color contrast direction) was
ture orientation remained consistent across convexity despitéical for the convexity bias. The two alternatives are illus-
the associated changes in surround stimulation (e.g., Figs. 2iréted in Fig. 14, for the case where white is the optimum color.
and 8). The stimuli observed or predicted to evoke the strongest re-

Endstopping is another standard response characteristic 8@inses are indicated by checks. One possibildp (ow) is
might be invoked to explain the present results. In fact, it hdlsat cells responded because figeire was convex (i.e., occu-
been proposed that the ultimate function of endstopping isp@ed the interior of the angle). In this case, even if contrast
derive information about contour features (Hubel and Livingdirection were reversedC(and D), cells would continue to
stone 1987; Hubel and Wiesel 1965), and our findings suppshiow a bias toward convex figures, responding bette€ to
that hypothesis. Endstopping by itself does not predict tlf@assuming they respond at all under the contrast reversed
contour feature tuning patterns described here, since the samrdition). The other possibilitybpttom row is that cells
endstopped edges or lines were typically contained in battsponded because thaptimum color (white) was convex
optimum and nonoptimum stimuli (see, e.g., the outline stimuloccupied the angle interior). In this case, if contrast direction
in Fig. 8). However, contour feature tuning can be explainadere reversed, cells might respond beddfavhere an angle of
specifically in terms o€ombination®f endstopped orientation the white background projects into the dark concave figure.
signals (and other lower-level information). For example, tHdote, however, that the cells in question (those responding to
tuning pattern in Fig. 8 could be explained as activation by thwehite) would then be representing the background not the
combination of an edge oriented near 70° (counterclockwifigure. Cells representing the figure (those responding to dark
from horizontal) and endstopped at the top plus an edge agray in conditionsC and D) should always display a bias
ented near 160° and endstopped at the right, with a preferetmeard convex stimuli.
for a specific contrast direction (brighter toward the left and Whichever cue is critical for driving cells, a likely mecha-
darker toward the right). (Weak activation by individual comnism to explain the convexity bias is surround inhibition. The
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B C D

W ool T FIG. 14. Potential effects of contrast reversal on convex-
0 ; ) ity bias. In this figure, as elsewhere, the optimum color for
the cell under study is depicted as whifeandB represent
the stimulus conditions actually tested, in which the figure
Convex Concave Convex Concave was rendered in the cell’s optimum col@andD represent
Responses . . . .
i by: Contrast reversed  Contrastreversed )0 ;onirast reversed conditions. Checks indicate which
Figine J J stimuli would drive cells best under 2 hypotheses: that
‘ ‘ ‘ responses are driven by the figutep row) and that re-
n re driven by th timum col m row.
Dpithaviin calo J ‘ ‘ ‘ ~/ sponses are driven by the optimum colbottom rovy
Observed response pattern Predicted response pattern

fadeout portions of the concave stimuli occupy more of the RF A key question for feature-based theories is the nature of the
surround (see Fig. 1), which is known to be silently inhibitorglementary features or shape primitives on which recognition is
in area V4 (Desimone et al. 1985). The situation would bgased. The first-level feature in most models is local edge
similar for concave features within any real life object largerientation, a choice dictated by the physiology of early stages
enough to exceed V4 RF borders. Concave features are by theWisual cortex (Baizer et al. 1977; Burkhalter and Van Essen
nature surrounded by other portions of the object and thus maig6: Hubel and Livingstone 1987; Hubel and Wiesel 1959,
subject to surround inhibition. The V4 response bias againgies, 1968). The choice of intermediate-level features is not so
concave features might be less pronounced for smaller shagggstrained by physiology. Two general types of intermediate
that fit within V4 classical RFs. ~features have been considered, one relating to object bound-
The neurophysiological convexity bias that we found in Véries and the other to solid volumes. Boundary-related features
parallels psychological results showing that convex featurgg|ude two-dimensional angles and curves of the type studied
are perceptually dominant. Human observers favor figugére and homologous three-dimensional surface features (sharp
ground interpretations that emphasize convex projections o¥@jners, curved surface patches, and indentations). Solid or
concave indentations (Kanizsa and Gerbino 1976). Convg@¥lumetric primitives (also referred to as generalized cones or
features are more determinative than concave features in juggons) are defined by the orientation and shape of their medial
ments of shape similarity (Subirana-Vilanova and Richar@es along with various cross-section attributes. Some theories
1996). These results are consistent with our finding that convig¥stulate a progression from local orientation to contour fea-
features are more strongly represented in visual cortex. Hoffres to volumetric primitives to complete shape descriptions
man and Richards (1984) predicted on theoretical grounds thaggregates of volumetric primitives), with each stage based on
segmentation of complex objects into parts (for the purposejfputs from the preceding stage (e.g., Biederman 1987; Dick-
shape recognition) should occur along boundaries of maximygon et al. 1992). According to other models, final shape
concavity, producing convex parts. This “curvature minimarepresentations could be based directly on contour features
rule is supported by psychophysical results showing that heoggio and Edelman 1990). A third scheme involves direct
man observers are more likely to recognize parts from a pigogression from local orientation to volumetric primitives,

viously viewed object if they are convex, i.e., segmented @fith no intermediate description in terms of contour features
points of concavity (Braunstein et al. 1989). Our results sugs g., Marr and Nishihara 1978).

geSt that the Hoffman and Richards minima rule is inStantiatedDistinguishing between these theoretical alternatives re-

in the neural circuitry of the ventral visual pathway. quires physiological data about what kinds of shape informa-
tion are represented at various stages in the ventral cortical
Implications for cortical shape processing pathway. Our finding of systematic tuning for contour features

in area V4 argues for the importance of boundary-related
Most current theories of shape processing are based on phienitives and reinforces previous evidence for extraction of
idea of feature extraction, i.e., the identification of object partangles and curves at earlier levels. Most previous studies have
There are alternatives to feature extraction, including templdteused on angles and curves pointing in the two directions
matching and Fourier decomposition, but feature- or part-basehogonal to the optimum bar orientation (i.e., stimuli that
mechanisms are better adapted to the real-world difficultiesrefpresent deformations of the optimum bar stimulus). These
three-dimensional viewpoint transformations, partial occlusi@tudies have shown that endstopped cells in cat area 17 respond
and plastic deformation (Hoffman and Richards 1984). Morerell to small radius curves (Dobbins et al. 1987; Heggelund
over, physiological results in higher level extrastriate corteend Hohmann 1975; Versavel et al. 1990), as predicted by
(e.g., Desimone et al. 1984; Gross et al. 1972; Perrett et ldubel and Wiesel (1965). Moreover, some cells respond better
1982; Tanaka et al. 1991) seem more compatible with featute-curves pointing in one direction or the other, which has been
based theories. The simplistic notion of all-or-nothing featuexplained in terms of even- versus odd-symmetric RF substruc-
detectors arranged in a hierarchy leading up to “grandmothare (Dobbins et al. 1987). There is little evidence for selective
cells” has been justly criticized, but more reasonable modebtsponses to angles, though Hammond and Andrews (1978)
can be constructed on the basis of broadly tuned feature filtesgpwed that for a few cells in cat area 18 small differences in
feeding into higher-level units that are themselves broadbar orientation tuning in the two halves of the RF resulted in
tuned and represent complex shapes through population codietter responses to obtuse angles than to any straight line
(Barlow 1972; Poggio 1990). stimulus, and Hubel and Wiesel (1965) provided examples of
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endstopped cells responding to angles containing their opgiiriow, H. B. Single _units and sensation: a neuron doctrine for perceptual

mum edge orientation. Tuning for angles and curves in monkeypsychology®erceptionl: 371-394, 1972. _

area V2 has been reported in abstract form (Hegde and \)a?PERM_AN, |. Recognition-by-components: a theory of human image under-
e L standing.Psychol. Rev94: 115-147, 1987.

Essen 1997). Our findings extend this line of research BY, . crew, M. L., Horrman, D. D.. aND Saibpour, A. Parts of visual objects:

showing systematic tuning for contour feature-related dimen-an experimental test of the minima ruRerception18: 817826, 1989.

sions, especially contour feature orientation, at an intermedi@t@xHaLter, A. anp Van Essen D. C. Processing of color, form and disparity

level in the primate ventral pathway (V4). In addition, our data information in visual area VP and V2 of ventral exirastriate cortex in the

are consistent with reports of V4 selectivity for complex stim- macaque monkeyl. Neurosci6: 2327-2351, 1986. _

uli that contain angle and curve elements (Gallant et al. 19g‘6—tEN, S.AND Levi, D. M. Angle judgment: is the whole the sum of its parts?

Vision Res36: 1721-1735, 1996.
Kobatake and Tanaka 1994)' CONNOR, C. E., RReDDIE, D. C., GALLANT, J. L.,AND VAN Essen D. C. Spatial

Our _findings also re_lat_e to psycholqgical studies suggestinGgention effects in macaque area \MNeurosci17: 32013214, 1997.
the existence of specialized mechanisms for angle and cunémong, R., AsrichT, T. D., Gross C. G., AND Brucg, C. Stimulus-

perception. Three different groups have recently shown thaselective properties of inferior temporal neurons in the macatjueeuro-
angle perception acuity is higher than that predicted by linesci. 4: 2051-2062, 1984.

orientation acuity (Chen and Levi 1996: Heeley and BuchandfEsMONE, R.AND ScHEIN, S. J. Visual properties of neurons in area V4 of the
Smith 1996 Regan et al. 1996). Observers are highly Sensitiy@acaque: sensitivity to stimulus form. Neurophysiol57: 835—-868, 1987.

) 7 SIMONE, R., SHEIN, S. J., MbRrAN, J., AND UNGERLEIDER L. G. Contour,
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