6714 « The Journal of Neuroscience, August 21, 2019 - 39(34):6714— 6727

Behavioral/Cognitive

Predicting Perceptual Decisions Using Visual Cortical
Population Responses and Choice History

Anna Ivic Jasper,'* Seiji Tanabe,* and Adam Kohn'??
"Dominick Purpura Department of Neuroscience, 2Department of Ophthalmology and Visual Sciences, and ? Department of Systems and Computational
Biology, Albert Einstein College of Medicine, Bronx, New York 10461

Our understanding of the neural basis of perceptual decision making has been built in part on relating co-fluctuations of single neuron
responses to perceptual decisions on a trial-by-trial basis. The strength of this relationship is often compared across neurons or brain
areas, recorded in different sessions, animals, or variants of a task. We sought to extend our understanding of perceptual decision making
in three ways. First, we measured neuronal activity simultaneously in early [primary visual cortex ( V1)] and midlevel (V4) visual cortex
while macaque monkeys performed a fine orientation discrimination perceptual task. This allowed a direct comparison of choice signals
in these two areas, including their dynamics. Second, we asked how our ability to predict animals’ decisions would be improved by
considering small simultaneously-recorded neuronal populations rather than individual units. Finally, we asked whether predictions
would be improved by taking into account the animals’ choice and reward histories, which can strongly influence decision making. We
found that responses of individual V4 neurons were weakly predictive of decisions, but only in a brief epoch between stimulus offset and
the indication of choice. In V1, few neurons showed significant decision-related activity. Analysis of neuronal population responses
revealed robust choice-related information in V4 and substantially weaker signals in V1. Including choice- and reward-history informa-
tion improved performance further, particularly when the recorded populations contained little decision-related information. Our work
shows the power of using neuronal populations and decision history when relating neuronal responses to the perceptual decisions they
are thought to underlie.
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Decades of research has provided a rich description of how visual information is represented in the visual cortex. Yet how cortical
responses relate to visual perception remains poorly understood. Here we relate fluctuations in small neuronal population
responses, recorded simultaneously in primary visual cortex (V1) and area V4 of monkeys, to perceptual reports in an orientation
discrimination task. Choice-related signals were robust in V4, particularly late in the behavioral trial, but not in V1. Models that
include both neuronal responses and choice-history information were able to predict a substantial portion of decisions. Our work
shows the power of integrating information across neurons and including decision history in relating neuronal responses to
perceptual decisions. /

ignificance Statement

Introduction ceptual reports simultaneously, and assess their covariation

One way to understand how the activity of sensory neurons con-
tributes to perception is to measure neuronal responses and per-
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(Britten et al., 1992; Parker and Newsome, 1998). This approach
has revealed that trial-to-trial fluctuations in individual visual
cortical neurons are weakly predictive of animals’ choices in a
perceptual task. Such neuron—choice correlations have been ob-
served in many cortical areas (Nienborg et al., 2012; Crapse and
Basso, 2015). Theory suggests that the pattern of neuron—choice
correlations can be used to infer how sensory representations are
“read out” to reach perceptual decisions (Shadlen et al., 1996;
Haefner et al., 2013; Pitkow et al., 2015). Although inactivation
experiments have shown that neuron—choice correlations do not
indicate that a neuron (or, rather, the area in which it resides) is
necessary for behavior (Cohen and Newsome, 2009; Chen et al.,
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predict choice. We compare the view they
provide about choice representation to
that afforded by single neurons.

Finally, perceptual decisions are influ-
enced not only by sensory evidence, but
also by a host of other factors, including
the history of choices and rewards (Busse
et al, 2011; Frind et al., 2014; Abra-
hamyan et al., 2016; Akrami et al., 2018).
These history effects are well documented
in humans and other animals but rarely
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2016; Katz et al., 2016), correlative approaches remain an impor-
tant ingredient for understanding perceptual decision making and for
interpreting the consequences of “causal” perturbations (Smolyanskaya
et al,, 2015; Lakshminarasimhan et al., 2018; Yu and Gu, 2018).

To date, much of our progress in understanding neuron—
choice correlations has relied on a stereotyped experimental ap-
proach: isolating individual neurons in an area of interest,
tailoring the task in each session to the functional properties of
the recorded neuron, and relating neuronal responses to percep-
tual reports using choice probability analysis (Britten et al.,
1996). This approach has several limitations, which we sought to
overcome in the current study.

First, tailoring the task (e.g., direction of motion in a motion
discrimination task) to each recorded neuron complicates the
comparison of choice signals across cells. Comparisons of choice
signals in different brain areas are even more problematic, be-
cause these are often measured in different sessions, animals, or
even tasks. Behavioral strategies can vary strongly across similar
tasks and even across animals performing identical tasks, and
these variations in strategy likely influence choice information
(Goris et al., 2017; Bondy et al., 2018). To allow a direct compar-
ison of choice signals in early and midlevel primate visual cortex,
we therefore simultaneously recorded neurons with overlapping
spatial receptive fields (RFs), in primary visual cortex (V1) and
area V4 while monkeys performed a fine orientation discrimina-
tion task. The task was not adjusted to the functional properties
of the sampled neurons, except for placing the behavioral stimuli
in the aggregate spatial RF.

Second, with few exceptions (Bondy et al., 2018), neuronal
correlates of perceptual decisions have been studied in single
neurons, although sensory information is encoded by neuronal
populations (Averbeck et al., 2006; Kohn et al., 2016). Here we
record simultaneously from small neuronal populations (up to
~30 neurons) in VI and V4 and read out their responses to
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Materials and Methods

Subjects. We used two male, adult cynomolgus
macaques (Macaca fascicularis). All procedures
were approved by the Institutional Animal
Care and Use Committee of the Albert Einstein
College of Medicine and were in compliance
with the guidelines set forth in the National
Institutes of Health Guide for the Care and Use
of Laboratory Animals.

Animals were first familiarized with a restraining chair (Crist Instru-
ments) and then implanted with a titanium headpost. Implantation was
performed under isoflurane anesthesia, following strict sterile proce-
dures. A postoperative analgesic (buprenorphine or flunixin) and anti-
biotic (enrofloxacin) were provided. Animals recovered for at least 6
weeks before the initiation of behavioral training.

Task and behavior. Animals viewed a calibrated monitor (Iliyama;
1024 X 768 resolution; 100 Hz refresh) from a distance of 57 cm. Visual
stimuli were generated using custom OpenGL software (Expo; http://
sites.google.com/a/nyu.edu/expo), which also controlled task contin-
gencies. Eye position was monitored using a video eye-tracking system
(SR Research) with a sampling rate of 1 kHz. Animals were positively
reinforced with a drop of liquid reward.

Animals performed a two-alternative forced-choice orientation dis-
crimination task. Trials began with subjects fixating a bright spot (0.15 X
0.15 deg?; 80 cd/m?) on a gray background (40 cd/m?). After 0.2 s, we
presented a drifting, sinusoidal grating in the parafoveal visual field, for
0.2's (Fig. 1A). Gratings were presented at full contrast, with a drift rate of
6 Hz and spatial frequency of 2—4 cpd; 0° gratings drifted downward; 90°
gratings rightward. 0.2 s after stimulus offset, the fixation spot was re-
placed with two targets on the vertical meridian (eccentricity of 2.4—
5.6°); the animal reported its choice by making a saccade to one of the
targets. All orientations that were closer to vertical than 45° were associ-
ated with the top target; orientations closer to horizontal than 45° were
associated with the bottom target. The range of orientations was adjusted
for each animal to span perceptual threshold, and included the percep-
tually ambiguous stimulus (45°) which was rewarded randomly. In most
sessions, the probability of presenting a 45° orientation was twice that of
the other orientations. Reward was doubled after three consecutive cor-
rect responses; reward was reset to its base volume after an incorrect
response. The intertrial interval was 2 s, but was extended following an
erroneous choice. Eye position had to stay within a 1.4 X 1.4° window
until the appearance of the targets, else the trial was aborted and
discarded.

We measured the animal’s performance by fitting a cumulative Gauss-
ian function to the psychometric function, using maximum likelihood
for a Bernoulli process. We defined the bias as the difference between the
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mean of the Gaussian and 45°, and the threshold as the Gaussian SD,
equivalent to the point where the animal chooses a correct answer in 84%
of the trials. Only sessions that had a threshold =6° and a bias =3° were
considered further (82% of the available sessions exceeded these criteria).

Recording. Training continued until the subjects reached asymptotic
performance, after which we implanted microelectrode arrays (Black-
rock Systems) in V1 and V4. We targeted the arrays to matching retino-
topic locations, relying on anatomical markers and previous mapping
studies (Van Essen et al., 1984; Gattass et al., 1988). Each microelectrode
array had a 6 X 8 arrangement (0.4 mm spacing; 1 mm electrode length).
After array insertion, we sutured the dura over the arrays and covered it
with a gelatin film. The craniotomy was filled with gelfoam or silicone
elastomer, and covered with titanium mesh.

Extracellular voltage signals were filtered between 250 Hz and 7.5 kHz.
Events were recorded at 30 kHz sampling rate when the extracellular
voltage exceeded a user-defined threshold. Local field potentials on each
channel were also recorded, although this signal was not used in this
study. We sorted spikes off-line using Offline Sorter (Plexon) or custom
MATLAB code (R. Kelly and M. A. Smith, University of Pittsburgh).

On the first days of recording, we mapped the spatial RFs of the sam-
pled neurons, using small gratings (0.5° diameter, 2 cpd, 6 Hz drift rate,
100% contrast, 0.35 s presentation with 0.05 s interstimulus interval)
presented at different spatial locations and orientations while the animal
fixated. We then chose the size of the behavioral stimuli to cover the RFs
of the V1 and the V4 populations, but not to impinge on the fixation spot.
The animals were retrained for ~1 week at the new stimulus location
(usually 1-3° from the originally trained location).

Choice analyses. To ensure recording stationarity, we only analyzed
units with a Fano factor = 1.3 (81.2% of recorded units). In addition,
unless otherwise noted, we required that analyzed units fired at least 2
spikes/s during stimulus presentation, on trials involving the perceptu-
ally ambiguous stimulus (45°) and directly adjacent stimulus orienta-
tions (typically 1-2° above and below 45°). Almost half of the units
(41.2%) meeting the stationarity criterion also met this additional re-
sponsivity criterion.

We computed responsivity, single-neuron variability and noise corre-
lations using spike counts measured 0-250 ms after stimulus onset. For
noise correlations, we Z-scored the spike counts for each unit and each
stimulus orientation separately, and computed the Pearson correlation
coefficient from these Z-scored spike counts (Bair et al., 2001; Kohn and
Smith, 2005). For measurements of correlations, we only included ori-
entations for which the unit fired on average at least 2 spikes/s.

We assessed the relationship between single neuron responses and the
animals’ choices using receiver operating curve (ROC) analysis [comput-
ing choice probability (CP); Britten et al., 1996]. For all choice-related
analysis, we used trials for the 45° stimulus as well as the two neighboring
stimuli (always within 3° 0f 45°), and chose an equal number of trials with
vertical and horizontal choices for each stimulus. Our results were similar
when based only on responses to the 45° stimulus (data not shown). We
only considered sessions that had at least 10 trials for each stimulus and
choice, and a minimum total of 60 trials. 67% of the sessions that passed
our behavioral criteria also provided a sufficient number of trials for
choice-related analyses.

We computed CP using spike counts measured 0—250 ms after stim-
ulus onset. We then Z-scored the neuronal responses to each stimulus
separately, and computed CP on the combined distributions, as in the
study by Britten et al. (1996). For each neuron, we used the slope of the
orientation tuning curve at 45°, defined using all of the behavioral stimuli
except 0° and 90°, to decide whether stronger neuronal responses would
be associated with vertical or horizontal choices. To assess statistical
significance, we created 1000 permutations by shuffling the choices of all
trials, and computed CP on these permuted data. Measured CPs that lay
outside the 2.5-97.5% interval of this permuted distribution were con-
sidered statistically significant. To assess CP dynamics, we computed the
CP using an identical procedure, but measuring responses in sliding 100
ms windows with 50% overlap.

To compute the neurometric curve, we first performed ROC analysis
on the distribution of spike counts for the ambiguous 45° stimulus com-
pared with each of the other stimuli, excluding 0° and 90° (similar to the
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neuron/anti-neuron procedure described by Britten et al., 1992). Re-
sponses were measured 0—250 ms after stimulus onset. To quantify neu-
ronal threshold, we fit a cumulative Gaussian function to the results of
the ROC analysis, and defined threshold as the SD of that function.

To assess the choice signal present in neuronal populations, we used
binomial logistic regression. As with CP analysis, we selected a balanced
number of choices for each stimulus condition, Z-scored the spike
counts for each stimulus orientation separately, and then fit the data
together. We fit the model using “cvglmnet” provided by the glmnet-
package (Qian et al., 2013). We split our dataset into training and test
datasets, and assessed performance on a pair of left out trials (consisting
of one of each choice from the same orientation). Each trial was used at
most once for assessing performance. To reduce overfitting, we used
Lasso regularization, choosing the strength of the penalty term using
10-fold cross validation on the training set. Specifically, the weight of the
penalty term was set to minimize model deviance.

Even with regularization, we found that the model frequently overfit
when we used the full measured population. We therefore applied an
alternative strategy. We rank-ordered the neurons based on their predic-
tive performance (measured using binomial logistic regression models
and the same leave-one-pair-out cross-validation procedure described
above). We then fit a regularized binomial logistic regression model us-
ing the neuron with best predictive performance, and then fit a new
model to the two best neurons, and so on. When prediction accuracy did
not increase for two consecutive increments of population size, we de-
fined the relevant population for that session as that which had provided
the maximal prediction accuracy. Performance was again measured by
leave one-pair-out cross validation. We used the same cross-validation
folds for all increments.

We assessed the statistical significance of model performance by first
randomly permuting the choices across trials, within each stimulus con-
dition of each session. We then calculated the prediction accuracy for
each neuron, and fit the population model as described above. Cross-
validation folds were not shared between the ranking procedure and
fitting the population responses, because these were also not shared in the
original data. Note that because performance was defined as the maxi-
mum observed for populations of increasing size, chance performance
for the randomly permuted data was >50%. We repeated this procedure
1000 times for each session, and defined performance of a model based
on the measured responses to be significant if its performance exceeded
the 950th best model applied to permuted data.

To be sure our results did not depend strictly on the use of logistic
regression, we also predicted behavioral choices from neuronal popula-
tion responses using a support vector machine with a linear kernel (using
libsvm; Chang and Lin, 2011) and found similar results (data not shown;
Astrand et al., 2014).

Choice-history analysis. We estimated the influence of choice history
on behavior using a probabilistic choice model (Busse et al., 2011; Abra-
hamyan et al., 2016). The model contained a matrix of 10 independent
variables for each trial, and a constant (bias term). There were eight
sensory parameters, one for each stimulus orientation (excluding the 45°
orientation). On each trial, the relevant stimulus variable was either set to
—1 (for stimuli <45°) or 1 (for stimuli >45°), or to 0 if that stimulus was
not presented on that trial. There were two choice-history variables,
capturing the choice on the previous trial. The first choice-history vari-
able was set to 1 if the animal received a reward and made a vertical choice
in the previous trial, —1 if the animal received a reward and made a
horizontal choice in the previous trial and 0 if the animal was not re-
warded in the previous trial. The second choice-history variable was set
to 1 if the animal was not rewarded and made a vertical choice in the
previous trial, — 1 if the animal was not rewarded and made a horizontal
choice in the previous trial and 0 if the animal was rewarded in the
previous trial.

We used a binomial logistic regression model with Lasso regulariza-
tion to relate these variables to the animals’ choices. We fit the model
(using “cvglmnet”; Qian et al., 2013) to a training dataset (80% of trials)
to estimate the weights and the regularization parameter (chosen
through 10-fold cross-validation on the training set). We used the re-
maining 20% of trials to estimate performance. This procedure was re-
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peated 100 times, creating 100 folds per session; the reported values are
the average of these 100 folds. To test whether the choice-history model
performed better than a model that does not have the two choice-history
variables, we also computed the likelihood for a “no-history” model. For
each fold we computed twice the log likelihood ratio of the two models
and compared the value to a x? statistic with two degrees of freedom
(Abrahamyan et al., 2016). We chose an a-level of 0.05 to reject the null
hypothesis that the choice-history model is no better than the no-history
model.

To predict choices using a model with both choice history and neuro-
nal responses, we used the same ranking of neurons as in the population
analysis described above. However, this time we fit the regression model
to the most informative neuron including the two choice-history vari-
ables. We then added the next most informative neuron and fit a new
model to these two neurons and the two choice-history variables, and so
on. We stopped when prediction accuracy did not increase for the two
consecutive increments of population size. Performance was measured
using a leave-one-pair-out cross-validation procedure. We used the same
cross-validation folds for each population size considered.

We tested whether choice signals in neuronal responses were because
of choice-history effects by repeating our choice analyses, but consider-
ing separately trials in which the animal had previously made a vertical or
horizontal choice. For these analyses, we required at least 10 trials of each
choice for each stimulus (45° stimulus and one or two adjacent orienta-
tions) and at least 40 trials in total. We could not perform this analysis
conditioning on reward outcome (the second aspect of choice history
used in our choice model) because the animals’ success rate (~80%)
produced too few error trials.

We found that in a small fraction of trials (8.3%) animals had been
allowed to complete trials in which their gaze briefly left the fixation
window. These trials were excluded from our neuron—choice analyses.
However, as animals had indicated their choice on these trials and re-
ceived reward when correct, these trials were relevant for assessing choice
and reward history effects. We therefore included these trials in our
choice-history analysis, when they were followed by a valid trial (i.e., in
which gaze remained within the fixation window).

Microsaccade detection. To control for contamination of the recorded
responses by eye movements, we reanalyzed our data after discarding
trials in which at least one microsaccade was detected in an epoch begin-
ning —150 ms before stimulus onset, and extending to the end of each
trial. Microsaccade detection was performed using a method based on
the study by Horwitz and Albright (2003). In brief, we smoothed the eye
position time series with a Gaussian filter kernel (SD = 6 ms) and com-
puted its derivative. A microsaccade was defined as an event with velocity
of =10°/s lasting for at least 8 ms. The vast majority of detected events
(>99%) had an amplitude >0.1°. Previous work suggests that ~90% of
the events of this amplitude detected with video tracking are true micro-
saccades (Kimmel et al., 2012).

To ensure we could still detect a relationship between neuronal re-
sponses and choice in the remaining trials, we required that the session
still contained at least 10 trials of each choice for each stimulus, and at
least 40 trials in total. These criteria left us with 41 sessions of data for the
CP analysis, 27 sessions for the V1 population analysis, and 28 for the V4
population analysis, with an average of 72.3 = 28.2 trials used per session.
We compared the results of analyzing trials without microsaccades with
analyses performed on an equal number of trials containing microsac-
cades, to ensure equal statistical power for the two analyses.

Statistical analyses. All indications of variability are SDs, unless other-
wise indicated.

Results

We trained two male macaque monkeys to perform a fine orien-
tation discrimination task (Fig. 1A; see Materials and Methods).
We presented a sinusoidal drifting grating in the parafoveal visual
field for 200 ms, beginning 200 ms after the establishment of
fixation. Two choice targets appeared 200 ms after stimulus off-
set. The animal indicated its decision by making a saccade to one
of the targets. Correct choices (upward saccades for stimuli >45°,
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Table 1. Behavioral data

M1L M1R M2
No. of trials per session 1021 £ 412 (SD) 669 = 262 465 = 115
Threshold 3.02 =098 346 =074 497 =123
Lapse rate 1.0 £1.03% 0.23 =0.39% 0.27 = 0.75%
Bias 042 £036° 035*075 039=*087°
Trials available for choice-related analysis 342 = 134 262 = 52 147 £ 39
No. of sessions analyzed 25 34 26

termed vertical choices, and downward for stimuli <45°, termed
horizontal choices) were rewarded with a drop of liquid. Trials in
which the stimulus orientation was 45° were rewarded randomly.

Both animals became expert at the task, as illustrated with the
psychometric function for a sample session in Figure 1B. To
quantify the animals’ performance, we measured the bias, thresh-
old and lapse rate for each session (see Materials and Methods;
Table 1). On average, thresholds were 3—5° (Fig. 1C), biases were
negligible (Fig. 1D), and lapse rates were <1% (Fig. 1E).

While animals performed the task, we recorded from neuro-
nal populations in V1 and V4 using two 48-channel arrays. After
completing recordings in the left hemisphere of one of the ani-
mals [Monkey 1 L (M1L)], we retrained him to perform the task
in left visual hemifield and implanted the right hemisphere
(M1R), yielding three datasets. The spatial RFs of the recorded V1
and V4 populations in all three cases were overlapping (Fig. 2A).
We chose the size (1° for M1L, 4° for M1R, and 5° for M2) and
position of the behavioral stimuli to cover the RFs of the majority
of the recorded units (Fig. 24, yellow circles). In one case, the
yield of V1 neurons was small (M1L) and, additionally, the stim-
ulus was not well placed in the RF of these neurons. This V1
dataset was thus excluded.

In total, we recorded from 891 V1 units and 1957 V4 units, of
which 385 V1 units and 568 V4 units, met our inclusion criterion
(see Materials and Methods). The term “units” refers to well
isolated single units (26% of units, having a signal-to-noise ratio
>3.5; Kelly et al., 2007) and to multiunit clusters consisting of
waveforms from several neurons. We found no notable differ-
ences between results for single units and multiunits, and thus
considered the two types of recording together (for detailed com-
parison of the response statistics of our single unit and multiunit
recordings, see Wissig and Kohn, 2012).

The behavioral stimuli evoked measurable firing rates in the
analyzed units, but because stimuli were not tailored to each cell’s
preference, these rates were modest (Fig. 2B; Table 2). Neuronal
responses had low trial-to-trial variability, with Fano factors close
to 1 in both V1 and V4 (Table 2). Spike count correlations (7,
Zohary et al., 1994; Cohen and Kohn, 2011) were slightly higher
between pairs of neurons in the same cortical area (V1-V1:
0.023 = 0.152; V4-V4: 0.009 = 0.146) than for inter-areal pairs
(0.005 = 0.142; for further details, see Table 2).

Single neuron choice signals

To determine whether the recorded units encode a choice-related
signal, we computed CP (Britten et al., 1996) for each unit, using
spike counts measured 0—-250 ms after stimulus onset (extending
slightly beyond the 200 ms stimulus presentation to account for
neuronal response latency). CP measures the degree to which an
ideal observer would be able to predict the animal’s choices on a
given trial, using the observed spike count. A CP of 0.5 indicates
chance performance. Values >0.5 indicate that stronger neuro-
nal responses are associated with choices aligned with the neuron’s
preferred stimulus; values <0.5 indicate the counter-intuitive
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Table 2. Physiological data

M1L M1R M2
No. of neurons
Vi — 178 207
V4 127 56 385
Size of simultaneously recorded populations
Vi — 0-11(5.2 = 2.38) 2-23(8.0 =53)
V4 0-11(51=3.0 0-4(1.6 =1.2) 6-28(14.8 = 7.4)
Firing rate V1
Fixation — 6.1 £ 7.53sp/s 6.91 = 8.35sp/s
Stimulus — 10.5 = 9.23 sp/s 12.38 £ 13.93 sp/s
Firing rate V4
Fixation 9.17 £ 9.7 sp/s 2.92 *+ 242 sp/s 7.15 £ 7.06 sp/s
Stimulus 12.16 = 13.85sp/s 5.75 £ 4.39sp/s 13.69 = 15.26 sp/s
Fano factor
Vi — 1.0 +0.2 1.0£0.2
V4 1.0 0.2 1.1+02 1.0 %02
V1 versus V4 (t test) — p=0.01 p=0.57
Spike count correlations
0.056 = 0.162 0.008 = 0.144
Vi — p <<0.001, N = 4386 p <0.001,N = 9417
0.010 = 0.114 0.035 £ 0.125 0.009 = 0.149
V4 p <0.001,N = 3224 p < 0.001,N =325 p < 0.001, N = 28985
0.014 £ 0.122 0.005 =+ 0.142
V1-v4 — p = 0.002, N = 2675 p <<0.001, N = 32310
V1 vs V4 (¢ test) p=10.02 p=1087
V1vs V1V4 p=10.001 p=0.03
V4ys V1V4 p = 0.002 p = 0.0007

relationship that stronger responses predict choices opposite to
the cell’s preference.

We found little choice-related activity in individual V1 or V4
units (Fig. 3). The mean CP was only statistically different from
chance in V4 of one animal (M1L; p = 0.004, one sample t test).
For all other datasets it was indistinguishable from chance in both
V1 (Fig. 3, blue) and V4 (green; p > 0.05; one sample ¢ test).

Weak mean CPs might arise because the assumed relationship

between neuronal tuning and choice is invalid, rather than be-
cause of an absence of choice-related signals. That is, if choice
signals are not related to tuning preference in the expected man-
ner (e.g., assuming that stronger responses in a vertical-
preferring neuron result in more vertical choices), the measured
CP would be equally likely to be above or below 0.5, resulting in a
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mean near 0.5. To assess this possibility, we evaluated whether the
CP of each unit was different from 0.5 using a permutation test.
We found only a small proportion of units, 6.7% in V1 and 9.7%
in V4 (shaded cases in Fig. 3), with statistically significant choice
signals, a proportion not notably larger than expected by chance
given our statistical criterion (a level = 0.05).

Another possible explanation for our weak CP values is that
the representation of choice in V1 and V4 is dynamic (Britten et
al., 1996; Nienborg and Cumming, 2009; Shiozaki et al., 2012;
Wimmer et al., 2015; Goris et al., 2017), and perhaps more prev-
alent outside our chosen analysis window (0—250 ms after stim-
ulus onset). We thus performed CP analysis in sliding temporal
windows of 100 ms with 50% overlap. This analysis revealed sig-
nificant CP in V4, during the epoch between stimulus offset and
the appearance of the choice targets (Fig. 4, green; ranging from
0.514 to 0.523 in 150—400 ms in M1L; 0.523 in 200—300 ms and
falling significantly below 0.5, to 0.48, in the 300—400 ms window
in M1R; and 0.51 in 200—300 ms for M2). During these epochs,
we also observed more neurons with significant CP values, with a
peak of 23.6% for the 250-350 ms epoch in M1L. We found no
significant choice signal in V1 of either animal, in any epoch
(mean values between 0.49 and 0.51; percentage of significant
cases varied from 2.4 to 9.0%; Fig. 4, blue). Thus, there is choice-
related information in some V4 cells, but it occurs in the epoch
between stimulus offset and the appearance of the choice targets.

Finally, we considered that the choice signals in our record-
ings might be weak because we analyzed all responsive neurons
provided by the array and had each animal perform an identical
task in all sessions. Our approach provided many neurons whose
functional properties, namely, orientation tuning preference and
selectivity, were largely irrelevant for the task. Because choice
signals are often found to be strongest in neurons with greatest
sensitivity for task stimuli (Nienborgetal., 2012), the inclusion of
many task-irrelevant neurons could result in weaker choice sig-
nals in our data.

To test this possibility, we assessed the relationship between
the threshold of each unit for the behaviorally-relevant stimulus
orientations (the inverse of sensitivity), and the strength of the
choice signal. We first calculated a neurometric function for each
unit, as shown for an example unit in Figure 5A. Specifically, we

N=207

N=385

Distribution of choice probabilities for V1 (top row, blue) and V4 (bottom row, green). Dark filled bars indicate units
whose (P was significantly different from 0.5 (see Materials and Methods). Triangle indicates the mean CP. CP is based on
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M2 measured the discriminability between

Y 0.503 responses to the 45° stimulus and those to
each of the other behavioral stimuli (ex-
cept the 0° and 90° orientations), using
ROC analysis. We then defined neuronal
threshold as the SD of a cumulative
Gaussian fit to these discriminability val-
ues. As expected, given that the behavioral
stimuli were not adjusted to match neuro-
nal preferences, the mean threshold was
high in both V1 (108.9 = 87.9°, N = 385)
and V4 (103.1 + 84.7°, N = 568).

To assess whether neurons sensitive to
variations in orientation near 45° carried
stronger choice signals, we compared CP
values in neurons with low and high
thresholds. We quantified choice infor-
mation as the deviation of neuronal CP
from 0.5, termed here absCP, to capture
the strength of choice signals, without as-
suming a relationship to stimulus prefer-
ence. During stimulus presentation (0—
200 ms after stimulus onset), the mean
absCP for neurons with higher threshold (=50°, V1: 0.038 =
0.029, N = 255, V4: 0.038 = 0.031, N = 318) was not different
from those with lower threshold (<50°, V1: 0.038 = 0.028, N =
130, V4: 0.041 * 0.029, N = 187; p > 0.1 for both comparisons,
rank sum test). Further, there was no significant correlation be-
tween threshold and the strength of choice-related activity in
either V1 (r = 0.07, p = 0.33 for M1R; 7 = 0.004, p = 0.95 for M2)
or V4 (r = —0.12, p = 0.17 for M1L, r = —0.07, p = 0.64 for
MIR, and r = —0.06, p = 0.24 for M2).

In the epoch after stimulus offset (200—400 ms), when choice
signals were most evident, the mean absCP was slightly larger for
neurons with low (<<50°, V1: 0.045 = 0.035, N = 255, V4:
0.047 = 0.036, N = 187) than high threshold (=50°, V1: 0.035 =
0.028, N = 255, V4: 0.047 = 0.036, N = 381, p(V1) = 0.03,
p(V4) = 0.03, rank sum test). There was a strong correlation
between these two variables in V4 of one animal (Fig. 5B; M1L:
r=—0.32, p <0.001, permutation test) with the remaining cases
showing no relationship (p = 0.06 for remaining cases).

We conclude that V4 contains stronger choice signals than V1,
and that these signals are slightly more robust in neurons that
have a lower threshold for task stimuli. Choice signals are most
evident late in the trial, in the epoch between stimulus offset and
the appearance of the targets used to report the decision.

7 0.499

Choice signal in neuronal populations
We next leveraged our simultaneous recordings to investigate the
relationship between the animals’ decisions and the responses of
small neuronal populations in V1 and V4. Specifically, we at-
tempted to predict the animals’ choices on a trial-by-trial basis
using a regularized, logistic regression model fit to the neuronal
population responses (see Materials and Methods). We mea-
sured neuronal responses in the epoch 200—400 ms after stimu-
lus onset, as single neuron choice signals were most evident at this
time and population analysis did not reveal significant choice
information in earlier epochs. For this analysis, we only consid-
ered sessions in which more than one neuron was recorded in
each area. Performance was quantified by the percentage of cor-
rectly predicted choices on held-out trials.

To fit the logistic regression model, we first determined the
ability of each neuron to predict choice. We then chose the unit
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Figure4. (P dynamics. Average (P, measured using a time window of 100 ms with an overlap of 50%. Top row, V1 neurons; bottom row, V4 neurons. Green and blue shaded areas denote SEM.
Shaded gray areas denote the boundaries (95%) of the null distribution. Time of each bin is defined by the starting time of the time window. Zero milliseconds indicates stimulus onset.

with the highest performance and added
units to the model in descending order of
predictive performance, until model per-
formance ceased improving (see Materi-
als and Methods). Using this approach,
we could predict the animal’s choice on
54.1 = 4.5% of trials in V1 (Fig. 6A, blue;
MIR: 53.7 = 4.5%, M2: 54.6 = 4.5%),
exceeding the average 95th percentile
confidence interval for chance perfor-
mance (defined as model performance on
permuted data) of 52.0%. For V1 popula-
tions, performance was significantly bet-
ter than chance in 13 of 58 sessions (Fig.
6A; dark blue bars; permutation test; see
Materials and Methods). In V4, model
performance was more robust, predicting
the decisions correctly on 58.6 = 6.5% of
trials (Fig. 6A, green; M1L: 60.7 = 6.7%:
MIR: 53.5 = 4.1%, M2: 60.2 = 6.1%),
with the 95% confidence interval for
chance performance being 51.6%. Perfor-
mance of models using V4 responses were
significantly above chance in 40 of 67 ses-
sions (Fig. 6A, dark green bars). Notably,
we observed robust choice information in
V4 of all three datasets, though choice sig-
nals were barely evident in the individual
units recorded in one of the animals (M2;
Figs. 3, 4). Differences between V1 and V4
choice signals were also evident when we
excluded the V4 data from MIL (for
which there were no corresponding V1
responses).

In additional analyses, we attempted to
predict choices using models that consid-
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Figure 5.  Relationship between neuronal threshold and choice probability. A, Definition of the neurometric function. Left,
Spike count distributions for a 45° stimulus (dark brown) and a 55° stimulus (light brown). Middle, ROC curve for the two given
spike countdistributionsin the left figure. Right, Stimulus discriminability for all orientations (dots) and fitted cumulative Gaussian
(line). This neuron had a threshold of 20.9°. Arrow indicated the stimulus orientation that is discriminated from the 45° stimulus.
B, absCP asa function of neuronal threshold for all V1 (top row, blue) and V4 (bottom row, green) neurons. Neuronal thresholds are
based on responses measured 0—250 ms after stimulus onset; CP on responses 200 — 400 ms after stimulus onset.

ered the V1 and V4 populations together, but these models did ~ sessions in which choice signals were particularly robust in V4 were also
not out-perform models based solely on V4 responses (data not  thosesessionsinwhich V1 contained stronger choice signals). We found
shown). We also tested whether the performance of V1 and V4  a weak correlation in population performance in M2 (r = 0.31, p =
populations was correlated on a session-by-session basis (e.g., whether ~ 0.05) and no relationship in M1R (r = —0.35; p > 0.1).
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small number of neurons (Fig. 6C; in V1,
MIR: 1.6 = 0.9, M2: 1.5 * 0.8; in V4,
MI1L:2.4 = 1.6;M1R:1.2 £0.5,M2:2.5 *
2.0). When larger populations were avail-
able, we observed more sizable improve-
ments. For instance, when the population
decoder considered three or more neu-
rons, performance increased to 60.0 *

M2
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<
o

<
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Prop. of sessions

7.5%, relative to a performance of 55.8 =
6.0% provided by the single best neuron.

We conclude that V4 population re-
sponses are predictive of perceptual deci-
sions in a fine orientation discrimination
task, whereas V1 population responses
contain much weaker signals. Decisions

30 50 70 30 50 70

Pred. performance (%)

70

50 »° p>0.05 p<0.05
OoMIR @

M2 ©

Pred. performance population (%)

30

can be predicted from the responses of
small populations, even when choice sig-
nals in individual neurons are, on average,
barely evident.

50 70

Influence of choice history

Animals’ decisions are known to be influ-
enced by their choice and reward history,
J especially if the task stimuli are near
threshold (Seidemann, 1998; Gold et al.,
2008; Busse et al., 2011; Friind et al., 2014;
Abrahamyan et al., 2016; Lueckmann et
al., 2018). For instance, in the absence of
strong sensory information, a subject
might be more likely to repeat a decision if
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it led to a successful outcome on the pre-
vious trial, or to switch decisions if the
previous choice was wrong. Although
these choice-history effects are well known in
the perceptual literature, they are seldom
taken into account when attempting to
understand the relationship between neu-
ronal responses and perceptual reports
(but see Dodd et al., 2001; Lueckmann et
al,, 2018).

. We used a modified version of a re-
. gression analysis, previously applied to
rodent (Busse et al., 2011) and human

70

20 30 0

Number of units available

10

Figureé.

We next compared the performance of single neurons and
populations, on a session-by-session basis (Fig. 6B). By defini-
tion, the population performance was equal to, or better than, the
performance of the best single neuron of each session. The im-
provement was generally modest, with an average increase in
performance from 53.1 * 3.9 to 54.1 = 4.5% for V1 (MIR:
52.9 £3.9t053.7 £ 4.5, M2: 53.4 = 4.0 to 54.6 = 4.5) and from
56.8 = 5.6 t0 58.6 * 6.5% for V4 (M1L: 58.8 = 6.5t0 60.7 * 6.6,
MI1R:53.3 = 4.4t053.5 = 4.1, M2:57.5 + 4.4t0 60.2 £ 6.1). The
limited improvement was due in part to models using only a

Choice signalsin neuronal populations. 4, Histogram of predictive (Pred) performance for each sessionin V1 (top row,
blue) and V4 (bottom row, green). Dark bars indicate decoding performance, which is statistically significantly above chance
performance. B, Performance of the neuronal population compared with that of the best unit within that population, for V1 (left,
blue) and V4 (right, green). Dark dots indicate performance that is significantly above chance. ¢, Number of units included in the
population analysis as a function of the available population size, for V1 (left, blue) and V4 (right, green). Size of the dots indicate
the number of sessions. Decoding performance is based on responses measured 200 — 400 ms after stimulus onset.

(Abrahamyan etal., 2016) psychophysical
experiments, to evaluate the degree to
which our animals were influenced by
their previous decisions. Our model con-
sisted of sensory terms (one covariate for
each stimulus orientation) and history
terms (one covariate for previously re-
warded trials and one for previously unre-
warded trials), as well as a bias term (see
Materials and Methods). A sense of the
relative importance of the previous trial’s
choice is provided by comparing the history weights to the sen-
sory weights, as shown in Figure 7A for an example session. The
sensory weights for stimuli far away from the decision boundary
are large (e.g., 0 and 90°), so the choice on trials involving these
stimuli was driven almost entirely by the sensory evidence. However,
for trials involving stimuli close to the decision boundary (e.g., 46°),
the animals’ decision was influenced to a comparable degree by the
choice and reward of the previous trial as by the sensory stimulus
itself (Brewara Was —0.31, Boo rewara Was 0.29 and weight for the 46°
stimulus was 0.68).

20 30
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Influence of choice and reward history on the decision. A, Example weights for one session in M1L. B, Bias estimated from the psychometric function (ordinate) compared with the bias

estimated from the choice-history model (abscissa). Small dots are individual sessions; large dots with red circle indicate the mean over sessions for each dataset. C, Weights for the history term
variables of each session. Small dots represent individual sessions; large dots with red circle indicate the mean over all sessions for each dataset (indicated by shading).

Across sessions, the choice-history model predicted 77.5 =
3.1% of choices (M1L: 79.4 *= 3.0%, MI1R: 77.0 £ 3.3%, M2:
76.3 £ 2.2%). The estimated bias weight, By;,., agreed well with
the bias measured from the psychometric function (Fig. 7B; M1L:
r= —0.29, M1R: r = —0.58, M2: r = —0.41), further indicating
that the model accurately predicted choices. On average, the
weights for choice history were small but consistent across ani-
mals (Fig. 7C). Previous rewarded trials (B,cwarq) Were weighted
negatively —0.26 = 0.16 (p < 0.001, one sample t test; M1L:
—0.19 £ 0.16, MIR: —0.26 * 0.15, M2: —0.31 * 0.17), indicating
that the animals had a weak tendency to switch choices after a re-
warded trial. Weights for previous unrewarded trials (B, reward)
were positive 0.13 = 0.31 (p < 0.001, one sample ¢ test; M1L: 0.19 =
0.16, M1R: 0.05 * 0.32, M2: 0.18 = 0.28), indicating a tendency to
repeat a choice after a previously unrewarded trial. Thus, animals
adopted a “win switch, lose stay” strategy.

The strategy adopted by our animals might reflect a small bias
in our stimulus sequences, in which it was more common for the
correct response to switch between successive trials (54%) than to
remain the same. Lueckmann et al. (2018) observed a tendency of
their animals to change reports across trials, which they suggested
was because of a weak bias for switching in their stimulus se-
quence (52%). Alternatively, the strategy adopted by our animals
might be inherent, as there is a broad range of strategies evident
across individuals (Busse et al., 2011; Friind et al., 2014; Abra-
hamyan et al., 2016). In any case, to be sure that the stimulus
structure was not directly responsible for the choice-history
weights we report, we conducted a simple simulation. We used
sequences identical to those shown to our animals, but generated
“choices” randomly, using the psychometric function. For in-
stance, if the animal chose vertical on 75% of trials with a 48°
grating, we generated a vertical choice with this probability for
each 48° grating in our sequence. In models fit to these synthetic
data, both choice-history weights were indistinguishable from
2e10 (Brewara Of 0.01 * 0.14, p = 0.45 for difference from zero;
Bro rewara 0f —0.01 * 0.26, p = 0.72). Thus, the weights in the
model fit to our data reflect the animal’s behavioral strategy
rather than the weak structure of our stimulus sequences.

To assess the importance of the choice-history terms, we com-
pared the model described above to a no-history model, consist-

ing only of the sensory terms. The performance of the two models
were not significantly different on average (mean no-history
model: 77.4 * 3.3%, p > 0.2, for all three datasets and for the
pooled data, paired ¢ test). In addition, the history model was
significantly better than the no-history model (x test, @ = 0.05)
in only 3.2 * 9.5% of the cases (M1L: 3.2 * 11.8%, M1R: 3.8 =
9.6%, M2: 2.4 * 6.8%). For comparison, Abrahamyan et al.
(2016) reported that the choice-history model significantly out-
performed a model without history terms for roughly one-half of
their human subjects. Together, these analyses suggest that there
is little influence of choice history on our animals’ perceptual
reports compared with the influence of the sensory stimulus.

Although the influence of choice history was small, we asked
whether combining this information with the responses of the
measured neuronal population model would lead to improved
performance predicting animals’ choices for stimuli near percep-
tual threshold. For each recorded unit, we thus fit a logistic re-
gression model that used both the measured responses and the
choice-history covariates to predict decisions on a trial-by-trial
basis. We only considered neuronal responses and perceptual
reports from trials involving stimuli near the decision boundary
(45° and the two nearest orientations), as in the preceding anal-
yses. However, the choice-history covariates reflected the choice
on trials before those involving these stimuli, regardless of
whether those previous trials involved stimuli near the discrimi-
nation boundary.

Including choice-history information improved single neu-
ron cross-validated performance from 50.4 = 2.8 to 53.2 * 4.5%
for V1 units (Fig. 8A, blue; p < 0.001, paired r test), and 51.3 = 3.9
to 54.1 = 5.1% for V4 (green; p < 0.001). We applied a similar
strategy to assess how combining choice-history information
with neuronal population responses improved our ability to pre-
dict the animals’ decisions. For V1 populations, including
choice-history information improved model performance from
54.1 * 4.5t0 56.0 = 4.4% (Fig. 8B, blue; p = 0.004, paired t test).
However, for V4, adding the choice-history did not improve per-
formance significantly (green; from 58.6 = 6.5 to 58.4 £ 5.8%,
p = 0.70, paired £ test).

We wondered whether performance for models using V4
populations failed to improve because the choice signals in
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0.08), suggesting a dissociation of these
two signals. Together, these analyses indi-
cate that choice-related information in
neuronal responses does not reflect an en-
coding of choice history.

In summary, the choice and reward
outcome of the previous trial provide in-
formation about the animal’s choice
on the current trial. Compared with the
influence of sensory information, the in-
fluence of choice history is small. Never-
theless, this information improves the
ability to predict choices from measured
neuronal responses. Choice history ap-
pears to be an independent predictor of
performance, distinct from the choice sig-
nals present in the neuronal responses.

Influence of eye movements

during fixation

Although we only analyzed trials in which
animals maintained fixation within a 1.4°
window, small eye movements within that
window could potentially affect the ob-
served relationships between neuronal re-

50 i %

Pred. perf. pop. + history (%)

sponses and choice (Herrington et al.,
2009). We therefore repeated our core
analyses, after excluding trials in which

50 70 50
Pred. performance population (%)

Figure8. Predicting choices using neuronal responses and choice-history information. 4, Predictive (Pred) performance (perf)
of amodel based on single neuron responses alone (abscissa), compared with the performance of a model that also includes history
terms for V1 (left) and V4 (right). B, Performance of models using the neuronal population (pop) responses alone, compared with
the performance of models that include choice-history terms for V1 (left) and V4 (right). Performance is based on responses

measured 200 — 400 ms after stimulus onset.

those responses reflected choice history directly. In this case,
adding choice-history information would not improve model
performance, as that information could already be extracted
from the neuronal responses themselves. To test this possibil-
ity, we divided each session’s data into two subsets, condi-
tioned on whether the previous trial involved a vertical or
horizontal choice. We then compared the performance af-
forded by the neuronal populations for these two subsets, to
the performance of models fit to responses on a subset of data
involving trials with a mix of both choices in previous trials. If
the choice signals in neuronal responses reflect choice history, then
conditioning on the choice made in the previous trial should reduce
model performance. However, model performance was not signifi-
cantly different when fit to choice-conditioned or mixed subsets
(V1:p=0.07,N = 39 sessions, V4: p = 0.11, N = 40 sessions, paired
t test).

As an additional test of whether neuronal choice signals en-
coded choice history, we assessed whether V4 units with strong
choice signals were observed in sessions with strong choice-
history effects. We quantified the strength of choice-history ef-
fects as the performance of a model based on choice-history
terms alone (in predicting choices), and then compared this per-
formance to a model based on single neuron responses. The cor-
relation coefficient was not significantly different from zero in V1
(r= —0.03, Pearson correlation, p = 0.55) or V4 (r = —0.07,p =

microsaccades were detected (see Materi-
70 als and Methods). Briefly, we defined a
microsaccade as an eye movement that re-
mained within the fixation window, in-
volved a velocity of 10°/s or more, and
persisted for at least 8 ms. Figure 9A illus-
trates eye position (left) and velocity
(center) on a trial which included a mic-
rosaccade (red). The events detected by
our method showed a relationship be-
tween eye movement velocity and amplitude (Fig. 9A, right),
typical for saccades and microsaccades (Zuber et al., 1965;
Martinez-Conde et al., 2013). Microsaccades occurred at a rate of
1.7 events/s, consistent with previous studies (Bair and O’Keefe,
1998; Horwitz and Albright, 2003; Bosman et al., 2009; Hafed et
al., 2009). Thus, ~61.9% of trials contained a microsaccade.

We found no significant difference in CP calculated from tri-
als containing microsaccades with those calculated from trials
that did not (Fig. 9B; p > 0.32 for V1 and V4 in all datasets, signed
rank test). Similarly, the performance of models fit to neuronal
population responses were similar in the two subsets of trials (Fig.
9C), as was the performance of population models which in-
cluded choice-history terms (Fig. 9D; paired ¢ test, p > 0.13 for all
comparisons).

We conclude that the reported relationship between choice
and neuronal responses in V1 and V4 cannot be attributed to
microsaccades.

Discussion

We recorded simultaneously from neuronal populations in V1
and V4 while monkeys performed a fine orientation discrimina-
tion task. We found limited choice signal in either area using
single neurons, but significant choice information in V4 neuro-
nal populations. Notably, choice information was most evident
after stimulus offset, in the brief epoch before the animal indi-
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uninformative neurons. Indeed, the opti-
mally decoded population size usually in-
volved just a few neurons. Second, in
some sessions, we were able to effectively
combine the weak choice signals present
in multiple, individual neurons to yield a
more accurate prediction. Our data show
that even small neuronal populations can
yield qualitatively different conclusions
about the presence of choice signals in a
given area or animal. Still larger popula-
tions than we obtained might provide suf-
ficiently accurate estimates of population noise covariance to
attempt to infer read-out weights (Haefner et al., 2013; Pitkow et
al., 2015).

In V1, individual neuron CP was negligible and population
choice information was only slightly stronger. Some previous
studies have also reported that choice signals in V1 are weak or
absent (Nienborg and Cumming, 2006; Hass and Horwitz, 2013;
Goris et al., 2017), though others have detected measurable
choice signals there (Palmer et al., 2007; Nienborg and Cum-
ming, 2014; Goris et al., 2017; Bondy et al., 2018). In addition,
fluctuations in V1 population responses, as measured by voltage-
sensitive dye optical imaging, can be strongly predictive of stim-
ulus detection (Michelson et al., 2017; Seidemann and Geisler,
2018). Thus, larger populations might have revealed stronger V1
choice signals in our task.

Although our data cannot prove an absence of choice signals
in V1 in our task, they do show that, for populations of similar
size, V4 has more robust choice signals. This finding is consistent
with the view that choice signals are stronger in higher visual
cortex, a view that has emerged largely from comparisons made
across studies (Nienborg et al., 2012). Several studies have com-
pared choice signals in neurons recorded in different areas within
the same animal, albeit in different behavioral sessions (Cook and
Maunsell, 2002; Williams et al., 2003; Nienborg and Cumming,
2006; de Lafuente and Romo, 2006). Because choice signals may
be strongly influenced by task strategy (Bondy et al., 2018) and
fluctuations in attentional state (Cumming and Nienborg, 2016),

Figure 9.

Population (%) Pop. + history (%)

Microsaccade containing trials

Testing for an influence of microsaccades. A, Detecting microsaccades. Left, Eye position during an example trial in
M1R, from the moment fixation was established (—200 ms) to the appearance of the choice targets (400 ms). Red line indicates a
detected microsaccade; gray squareis the fixation window. Middle, Velocity profile for the example trial. Red indicates the detected
microsaccade; gray dashed line indicates 10°/s criterion. Right, Peak velocity of detected microsaccades as a function of their
amplitude. B, CP for trials containing microsaccades compared with CP for trials without microsaccades. €, Performance of the
neuronal population (pop) on trials with microsaccades compared with trials without. D, Performance of models using neuronal
population responses and trial history, using trials with microsaccades compared with the performance using trials without. Top
(blue), V1; bottom (green), V4. All analyses based on responses measured 200 — 400 ms after stimulus onset.

both of which can differ across sessions, comparisons across areas
should involve simultaneous sampling of their neurons, as we
have done.

In our study, choice signals were only weakly related to neu-
ronal sensitivity, a relationship more evident in many previous
studies (Purushothaman and Bradley, 2005; for review, see Nien-
borg et al., 2012) though some others have also found this rela-
tionship to be either weak (in V1: Nienborg and Cumming, 2006;
in MT: Price and Born, 2010; in V4: Shiozaki et al., 2012) or
absent (Palmer et al., 2007; in V1 detection tasks: Hass and Hor-
witz, 2013). A relationship between neuronal sensitivity and
strength of choice signals is expected, if fluctuations in the mea-
sured sensory representation drive the perceptual decision and if
the sensory information is extracted by an optimal linear readout
(Haefner et al., 2013; Pitkow et al., 2015). Thus, the absence of
this relationship may indicate suboptimal readout by our ani-
mals, though their performance rivalled human subjects in sim-
ilar fine orientation discrimination tasks (Mikeld et al., 1993;
Schoups et al., 1995; Goris et al., 2017); or that the mapping from
sensory representations to decisions is not linear; or that the
choice signals reflect rather than drive the decision (Nienborg
and Cumming, 2009; Bondy et al., 2018).

The weaker choice signal in V1 than V4 is notable given two
factors that would predict the opposite outcome. First, most V1
neurons are selective for stimulus orientation (Hubel and Wiesel,
1962; Ringach et al., 2002), the relevant sensory variable in our
discrimination task. V4 encoding of orientation is slightly less
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selective than in V1 (Desimone and Schein, 1987; McAdams and
Maunsell, 1999; Yang and Maunsell, 2004), although we found
little difference in selectivity between these areas based on re-
sponses to a narrow range of orientations ~45° in a blindly-
selected sample of neurons. Because higher neuronal sensitivity is
often associated with stronger choice-related signals, one would
expect that choice signals should be more robust in V1 than V4,
opposite to our findings. Second, V1 neurons with similar orien-
tation preferences are spatially-clustered (Hubel and Wiesel,
1962; Bonhoeffer and Grinvald, 1991). In V4, the spatial organi-
zation is less ordered (Tanigawa et al., 2010). It has been sug-
gested that strong spatial clustering of selectivity is required for
generating strong choice signals (Nienborg and Cumming,
2014). This would also suggest that choice signals should be
stronger in V1 than V4, opposite to our findings. Our data indi-
cate instead that choice signals may be more strongly determined
by the proximity of the sensory representation to “decision areas”
(but see Liu et al., 2013), than by the sensitivity and clustering of
neurons within an area. We note, however, that the difference in
choice signal strength in V1 and V4 may depend on stimulus
parameters (e.g., size, or spatial or temporal frequency), which
we did not vary systematically.

The dynamics of choice signals in V4 are also more consistent
with these signals reflecting, rather than driving, the decision (a
“feedback” rather than “feedforward” origin; Shadlen et al., 1996;
Nienborg and Cumming, 2009; Nienborg et al., 2012; Cumming
and Nienborg, 2016). In our data, choice signals were strongest
after the sensory-evoked response had ended, making it unlikely
that the fluctuations in sensory responses drove the decisions. In
addition, saccades were initiated shortly after the appearance of
choice targets (M1L: 189 = 41 ms; M1R: 82 * 61 ms; M2: 113 +
73 ms), and thus not long after the appearance of choice signals in
V4 activity. This leaves little time for V4 population fluctuations
to drive the decision and for the corresponding saccade to be
planned. By this reasoning, the absence of choice-related signals
in V1 might indicate a failure of decision-related information to
propagate to the earliest stage of processing, either because this
propagation requires additional time or because it is not required
in our task (Haefner et al., 2016).

The dynamics of choice information in our data differ from
those of most previous studies, which typically find choice infor-
mation appears shortly after stimulus onset and remains evident
throughout the trial (Britten et al., 1996; Nienborg and Cum-
ming, 2009; Shiozaki et al., 2012; Wimmer et al., 2015). This
difference may arise from our use of brief, suprathreshold stim-
uli, whereas most previous measurements of dynamics involved
tasks in which animals integrated “noisy” stimuli, containing
weak sensory evidence. Under these conditions, it can be difficult
to determine the temporal relationship between the arrival of
sensory information, the formation of the decision, and the evi-
dence for choice signals in the sensory representation (Cohen and
Newsome, 2009; Nienborg and Cumming, 2009). Our use of
briefly presented stimuli constrain the time at which sensory in-
formation can be used to guide decisions (Price and Born, 2010;
Smith et al., 2011).

The close temporal proximity of V4 choice signals to the ini-
tiation of the decision saccade might indicate that our choice
signals are affected by pre-saccadic modulation of V4 responses
(Tolias et al., 2001; Ibbotson and Krekelberg, 2011). However,
several factors argue against this interpretation. First, pre-
saccadic modulation is most evident within ~100 ms of saccade
onset (Tolias et al., 2001; Han et al., 2009), but choice informa-
tion was evident in our data 200—400 ms before saccade initia-
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tion. Second, Tolias et al. (2001) reported that pre-saccadic
modulation was only evident when neurons were visually driven.
Our choice signals were strongest after the stimulus-driven re-
sponse had ended. Finally, pre-saccadic modulation is greatest
for saccades toward the neuronal RF and substantially weaker for
saccades away from the RF (Super et al., 2004; Steinmetz and
Moore, 2010). In our task, saccades were made to choice targets
offset from the neuronal spatial RFs.

Our ability to predict choice from neuronal responses was
improved by considering choice and reward history, at least for
V1 responses for which performance was weak otherwise. How-
ever, this choice-history information does not appear to be en-
coded explicitly in V1 or V4 responses: our ability to predict
choices from neuronal responses was unaffected by conditioning
on the choice of the previous trial. Several recent studies, using
distinct analyses, have reached similar conclusions, finding that
choice history has a measurable effect on behavior but that this
information is not represented in V1 (Lueckmann et al., 2018), or
in MT or lateral intraparietal (LIP) cortex (Gold et al., 2008). The
absence of a neural signature of choice-history information in
early and midlevel sensory areas suggests the internal representa-
tion (memory) of choice and reward history is not relayed to
those areas. This is in contrast to the information about the deci-
sion on the current trial, which our data and those of others
(Nienborg and Cumming, 2009; Bondy et al., 2018) suggest con-
tributes strongly to the choice signals in sensory cortex. It thus
appears that not all decision-related information is incorporated
in the sensory representation (Haefner et al., 2016), but instead a
selective component of it, namely the decision at the current
time.
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