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Theacquiredreadingdisorderof surfacedysleia, in which lowerfrequeng wordswith atypi-
cal spelling-sond correspondenceg.g.,PINT) becomehighly vulnerableto error, is presented
in a framevork basedon interactionbetweendistrituted representationg a triangle of or-
thographicphonological andsemanticdomains. The framewvork suggestshatlow-frequenyg
exceptionwordsareratherinefficiently processedn termsof orthographic-pbnological con-
straints becaus¢hesewordsareneithersuficiently commonto have muchimpacton learning
in the networknor suficiently consistenwith the pronunciatios of their orthographimeigh-
borsto benefitfrom sharedstructure. For thesewords, then, the interactionbetweenphono-
logical and semanticrepresentationsnay be especiallyimportantfor settling on the correct
pronunciation It is thereforeviewed as no coincidentalassociatiorthat all reportedpatients
with markedsurfacedysleia have alsobeenprofoundlyanomic,suggestingeducedsemantic-
phonologicakctivation. Thechapteisummarizeshesimulationof surfacedyslecia in thecom-
putationalmodelof readingdevelopedby Plaut,McClelland,Seidenbey, andPatterson(1996),
andpresentsiew datafrom threesurfacealexic patients.The gradedconsisteng effectsin the
patients’readingperformanceare more compatiblewith the distrituted connectionisframe-
work thanwith dual-routemodelsmaintaininga strictdichotomybetweerregularandexception
words.

1 Background

Oneof the mainissuesn readingresearctconcernghe procedureshatreadersuse
to computethe pronunciationof written words. Accordingto the dominantview,

two differenttypesof letter stringin Englishdemandwo qualitatively differentpro-
cedures:the ability of readergo pronouncdetter stringsthat they have never seen
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before(for example,a nonsensevord suchasMAVE) requiresa procedurebasedon

rulesfor translatinggraphemeto phonemesandtheability to pronouncéamiliar “ir -

regular” wordsthatbreakstandardyrapheme-phonenerrespondenceiles(suchas
HAVE) requiresa proceduran which the word’s orthographidexical entry activates
its whole-word pronunciation. Considerablevidence—fromnormal adult readers,
from adultswith acquireddisordersof reading,andfrom childrenwith developmen-
tal dyslexia—hasbeeninterpretedas supportfor this dual-routemodel, mainly by

Coltheartandhis colleaguegCastles& Coltheart,1993;Coltheart,1985; Coltheart,
Curtis, Atkins & Haller, 1993; Coltheart& Rastle,1994)but by mary otherread-
ing researcheraswell (e.g.,Baluch& Besney1991; Funnell,1983; Paap& Noel,

1991). Dual-routetheory instantiatedn computationamodelsboth by Coltheartet

al. (1993)andby Reygia, Berndtand D’Autrechy (1994),is sufficiently well knowvn

andaccessiblén theliteratureto obviate the needfor a full descriptionhere.Simply

put,its basicpremisds thatnomodelof readingwill succeedn explainingtheknown

dataunlesst incorporateseparatéexical andsub-leical mechanisméor translating
anorthographicstringinto a pronunciation(hereinaftetO—P).

Despitetheprominenceandsucces®sf dual-routetheory it hashadits criticsand
alternatves. For example,a numberof readingresearcherbave arguedthatregular
and exceptionwords correspondo pointson a consisteng continuumratherthana
dichotomy(Glushlo, 1979;Seidenbeg, Waters Barnes% Tanenhausl984;Shallice,
Warrington& McCarthy 1983). Othershave claimedthatnonword reading,instead
of requiring a separataule-basednon-lexical” system,could be accomplishedy
extractingand pooling knowledgefrom lexical representationfor structurallysimi-
lar words(Henderson1982;Humphreg/s & Evett, 1985;Kay & Marcel,1981).In the
lastdecadetheproposathatasingleO—P mechanisnis in factcapableof capturing
boththe generalizationsindthe exceptionsin spelling-soundrelationshipshasbeen
developedin computationamodelsof readingaloud,first by Sejnavski andRosen-
bey (1987)andsubsequentlpy Seidenbay andMcClelland(1989). The Seidenbey
and McClelland model, as a major theoreticalstatementaboutthe acquisitionand
skilled performanceof single-word reading,attractedconsiderableattention,much
positive but somecritical. For example,dual-routetheorists(Besney Twilley, Mc-
Cann& Seegobin,1990;Coltheartet al., 1993)contestedhe claim that Seidenbey
and McClelland had demonstratedhe adequag of a single mechanisnfor reading
both exceptionwords and nonwords, becausehe original simulationachieved no-
tably lesssuccesghanmosthumanreadersdo in generalizingts knowledgeto the
pronunciatiorof nonwords.

In themostrecentphaseof thisdebatePlaut,McClelland,Seidenbey andPatter
son(1996) presentedour new simulationsof the O—P computationin English. As
one principal developmenton their predecessofSeidenbeg & McClelland, 1989),
thenetworksin the Plautetal. modelemployedorthographiandphonologicakrepre-
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sentationslesignedo capturemoresuccessfullithe similaritiesin orthographicand
phonologicalspace.This new designof representationenabledthe modelto attain
accurag in nonword readingwell within the rangeof realadultreadersThreeof the
networks hada feedforward architecturethe fourth wasanattractornetwork involv-
ing interactvity amongthe phonologicaloutputunits and betweenthe phonological
units and the hidden-unitlayer Two of the simulationswere trained using actual
(Kucera& Francis,1967)frequencie®f the 3000wordsin the corpus while the oth-
ershadsomedeyreeof frequeny compressioneithermoreor lesssevere (logarith-
mic andsquare-rootiespectiely). Detailedanalyse®f theresultsfrom thesevarious
simulationscan be foundin the original article; for presentpurposesthe important
summaryis the following. Given (a) orthographicandphonologicalrepresentations
that effectively capturespelling-soundconsistenciesmakingthe network appropri-
ately sensitive to therangeof consistencies thetrainingvocahulary, and(b) atrain-
ing regime basedon real or approximatevord frequenciesmakingthe performance
of the network appropriatelysensitie to the impactof word frequeng, a network
with a single O—P procedurecanreproducethe patternof accurag andresponse
timesin namingregularwords,exceptionwords,andnonwordsthatis characteristic
of realadultreaders.

Theseresultsfrom thefully trainednetworks of Plautetal. (1996)establistthat
asinglemechanismin additionto learningto pronouncebothfamiliar regularwords
and exceptions,can generalizeto novel words. Criticisms of Seidenbay and Mc-
Clelland’s (1989)modelof reading however, did notfocusexclusively onits normal
readingperformance. Early attemptsto simulateone prominentform of acquired
readingdisorderby damaginghe Seidenbay andMcClellandnetwork hadbeenac-
knowledgedevenby its authorsasprovocative but insufficient (Patterson Seidenbey
& McClelland, 1989); and Coltheartet al. (1993) arguedthat separatdexical and
non-lexical routesare essentiato accountnot only for the correctpronunciationof
both nonwords and exceptionwords by normal readersbut alsofor the patternsof
performancebsenedin neurologicallyacquireddisordersof word naming.Another
majorcomponenbf thework by Plautetal. (1996),thereforewasaddressetb theis-
sueof whetherandhow suchdisordersjn particularacquiredsurfacedyslecia, might
find an explanationin a modelthat dispensesvith separatdexical and non-lexical
procedures.

2 Surface Dydexia

Surfacedyslexia is one of the main forms of readingdisorderobsened when the
previously competenteadingability of anadultis disruptedby braininjury or dis-
ease(Shallice& Warrington,1980). This disorderwasgiven its nameby Marshall
and Newcombe(1973)to corvey the ideathat, whensurfacedyslexic patientsread
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a word aloudincorrectly their errorstypically reflectthe “surface” structureof the
word; the syndromewas contrastedwith deepdyslexia, in which errorswere con-
struedasreflectingthe word’s “deep” structure.For the written word PINT, thetyp-

ical surfacedyslexic’s errorwould be /pInt/ (i.e., pronouncedike MINT andindeed
every word with the spelling pattern-INT in English, exceptfor PINT), whereasa
deepdysleic patientmisreadingpint would be likely to respond‘quart” or possibly
“beer” (at leastin Britain, wherebeerin pubsis still senedin pints). In describing
thetypical readingerrorsof surfacedyslexia—oftencalledregularization errors,be-
causethe irregular word pint is pronouncedike its regular neighborsmINT, LINT,

PRINT, etc.—MarshallandNewcombe(1973)hadidentifiedoneof the mostsalient
characteristicef the disorder FurtherresearciBehrmann& Bub, 1992;Bub, Can-
celliere & Kertesz,1985; McCarthy & Warrington,1986; and Shallice, Warrington
& McCarthy 1983)establishedhat, in its purestform, acquiredsurfacedyslexia is

characterizedby readingperformanceon regularwordsand nonwordsthatis within

normal limits of both accurag and speed,and a deficit on irregular words that is

stronglymodulatedby word frequeng.

Theaccounbf surfacedyslexiain Colthearts DRC (Dual-RouteCascadednodel
is asfollows: the non-lexical grapheme-phonenreute,which cancorrectlycompute
O—P for regular words and nonwords, is intact; the lexical route, which is neces-
saryfor correctpronunciation®f exceptionwords,is damagedn a mannerthatstill
enablessuccesn a high-frequeng exceptionword like HAVE but fails on a less
commonword like PINT, forcing the patientto respondwith the non-leical route's
output for this word, i.e., the regularizationerror /pint/. As with the mainstream
dual-routeaccountof normal reading,this interpretationhasbeenthe leading, but
not quitetheonly, bid onthesurfacedyslexic table. Accordingto MarshallandNew-
combe(1973,1980)—andwith minorvariationsto Hillis andCaramazz§1991)and
Howard and Franklin (1988)—anadequatéheory of O— P requirestwo routes,but
not preciselythe sametwo as proposedoy Coltheart(1985; Coltheartet al., 1993).
In theseconceptionsthe lexical routeis a lexical semantigorocedurethusa written
word canbetranslatedo a phonologicalcodeeitherby sub-leical correspondences
or by activation of the word’s meaningfollowed by the processesormally used,in
objectnamingandspontaneouspeechto activatephonologyfrom meaning.Surface
dyslexic readingis thoughtto arisefrom a combinationof intact sub-leical proce-
dure and damagedexical-semantiaoute. The accountof surfacedyslexia offered
by Plautet al. (1996) differs someavhat from all of the above; aswill be seenin a
momenthowever, in onecrucialrespecit is moreakinto thesealternative dual-route
proposalghanto Colthearts view.

Beforewe explain our position,we shouldsaythatit is still evolving. We present
our somavhat preliminary accountherein the following spirit: McClelland (in his
final discussiorat the meetingthatengenderethis book) emphasizedhat, although
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Phonology

MAKE /mAKk/

Figure1: The“triangle” framework for single-wordprocessingrom Seidenbeay andMcClelland (1989)
andPlaut,McClelland,Seidenbay andPatterson(1996).

all currentmodelsareboundto bewrong,they mayneverthelesbegropingtheirway
towardssomeimportant,andevencorrect,underlyingprinciples.

3 An Account of Surface Dyslexiain the Plaut et al. (1996)
Framework

In thefinal empiricalsectionof their paper Plautetal. turnedtheirattentionto surface
dyslexia. While stoppingshortof agreeingwith Colthearts claim that damageto a
singleproceduranevercould,in principle,accounfor surfacedyslexia, they acknavl-

edgedthat the dramaticpatternof pure surfacedyslexia (i.e., normalreadingaloud
of regularwordsandnonwordscoupledwith a severe,frequeng-sensitve deficit on

exceptionwords) seemaunlikely to arisefrom damageto the kind of single, direct
O—P computationdevelopedthusfar. “Lesions” to the network sufiiciently severe
to reproducehe appropriatedegree of impairmenton exceptionwords also disrupt
the models performanceon regularandnonwords. The Plautet al. model,however,

likethe Seidenbay andMcClellandmodelbeforeit, andalsolik e theviews of single-
word processingproposedy Bullinaria (in press) KawamotoandZemblige(1992),
andVanOrdenandGoldinger(1994),hasthe broader‘triangle” framework sketched
in Figurel. Therefore despitethe demonstratiorthata fully trainedmodelof direct
O—Ptranslationis capableof learningto producecorrectpronunciationgor all sorts
of letterstrings,it maybethatthetypicalhumanreaderdoesnot solve the O—P prob-
lem in preciselythis way. In particular the possibility remainsthat someaspectof
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skilled written word pronunciationrmight rely on accesg4o semanticrepresentations
of words (S). This influencecould occuron the basisof eitherO—S—P activation
or O—P«+Sactivationandinteraction;in eithercase theimportantcomponents the
S—P link. Theaccountdevelopedin Plautet al. is that communicatiorfrom mean-
ing to phonologyis particularlycritical for processingf wordsthatareonly weakly
learnedby directO— P, namelylow-frequeny wordswith atypicalspelling-to-sound
correspondencesndthat pure surfacedyslexia is thusattributableto reducedacti-
vation from S—P. This is not a new idea: althoughthe natureof the direct O—P
translationin Plautet al. differs from thatin othertheoriesof the readingprocess,
recallthatHillis andCaramazzg1991),Howard and Franklin (1988),and Marshall
andNewcombe(1973,1980)all implicatedword meaningn theiraccount®f surface
dyslexia.

Before presentinghe simulationwork from Plautet al. (1996) designedo ex-
plorethis hypothesiswe shallbriefly summarizexisting evidenceabouthumarread-
ing performanceboth normalandabnormal which supportsthe ideathat semantic
representationsf wordsshouldbe consideredyermaneo the procesf translating
print to pronunciation.

() In the usual context for which readingskills are mobilized—text reading
—few peoplewould doubtthat the pronunciationof written words mustbe opento
semantidnfluences.For example,readerscorrectly pronounceheterophonidyomo-
graphs(suchaswiND, LEAD andBASS) whenthey arereadingtext aloud. Assuming
thatthe humanO— P directcomputatiorhaslearnedto activateboth legitimate pro-
nunciationsof suchwords (like the networks in Plautet al., which weretrainedon
both), the pronunciatiorappropriateo a particularcontet (e.g.,of the nounwinp,
thatblows, or theverbwiND, thatoneusedto doto watchestanbeselectedria S—P
activation.

(2) In astudyof accurag andresponsdimes(RTs) for single-word namingby
normaladultreadersStrain, Pattersorand Seidenbey (1995) manipulatech seman-
tic variable,imageability in their selectionof stimuluswords. Hypothesizingthata
significantimpactof this variableon word namingshouldbe obsenable mainly for
wordsratherweakly supportedby the direct O—P procedurethey alsoincludedthe
variablesof word frequeng andregularity. As predicteda disadwantagen bothac-
curay and RT for wordswith low-imageabilityratingswas obtainedprimarily for
lower-frequeng wordswith atypicalspelling-soundorrespondencedhis doesnot
of coursemeanthat, for wordsthat are eithercommonlyencounterear thatfit the
mostcommonspelling-soungbatternsthereis no automaticactivationof wordmean-
ing; for suchwords,however, O—P activationonits own maybesufficientto achieve
rapid andstablephonologicalrepresentationsThis computationis lesseffective for
low-frequeng inconsistentwords; and then communicationfrom S—P (which is
strongerfor imageablewordswith richer semanticrepresentationgnay detectably
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assistin settlingon a patternof phonologicakctivation.

(3) If surfacedyslexia is attributableto somedisruptionin communicatiorbe-
tweensemanti@andphonologicakepresentationshenpatientswith acquiredsurface
dyslexia shouldbe anomic,sincenamingof objectsor conceptselieson the S—P
link. As far aswe know, thereareno exceptionsto this associationthatis, all pub-
lishedcasesf patientswith acquired‘pure” surfacereadinghave alsohada promi-
nentanomia.

(4) It appearshat the associationbetweensurface dyslexia and anomiamay
sometimesven respecicategory specificity: DRB (Franklin, Howard & Patterson,
1995),who wasonly measurablyanomicfor abstractwordsandconceptswasalso
significantlyimpairedin readingexceptionwordsonly if they hadabstracimeanings.

(5) The entailmentor predictionin this accountis only for a disruptionin com-
municationfrom S—P. It shouldnotmatter in principle,whetherthis difficulty arises
from degradedsemanticrepresentationsr from a reducedcapacityfor activating
phonologyfrom meaning. Although the majority of reportedcasesof pure surface
dyslexia have hada profoundimpairmentto semantionemoryper se(e.g.,Breedin,
Safran & Coslett,1994;Bub et al., 1985; Funnell,in press;McCarthy & Warring-
ton, 1986; Parkin, 1993; Patterson& Hodges,1992),therearealsosurfacedyslexic
patientswhosedeficitsin namingandreadinghave beenassignedo the S—P link
(Graham Patterson& Hodges1995;Watt, Jokel & Behrmannijn press).

(6) In studiesof patientswhosesurfacedyslexia is attributedto degradedseman-
tic memory threeseparatgroupsof investigatordave reporteda significantconcor
dancebetweenreadingaloud and comprehensionthatis, with irregular words, the
itemsthatarenamedcorrectly(asopposedo regularized)tendsignificantlyto bethe
sameoneson which thepatientsucceedf acomprehensiotestsuchmatchingspo-
kenwordsto pictures(Funnell,in press;Graham Hodges& Patterson1994;Hillis
& Caramazza]l991).

Finally, it is importantto notethat surfacealexia may sometime$e masled by
additional deficits, especiallyat the level of speechproduction. One perspicacious
questionaboutour predictedassociatiorbetweernimpairedword comprehensioand
surfacedyslexia hasbeen:shouldone not thenfind a commonassociatiorbetween
surfacedyslexiaandWernicke'saphasiaalanguagealisorderstandardlynterpretechs
acomprehensiodeficit? Our first responséo this questionis thatspeectproduction
in Wernicke’s aphasias often so disturbedand distortedby phonologicalproblems
thatit mightbehardto obsene anadwantagen oralreadingfor regularover exception
words. Our secondresponses that at leastone Wernicke's aphasicpatientwithout
a profoundphonologicaldeficit hasshavn the frequeng-by-regularity interactionin
readingaccurag thatis characteristiof surfacealexia (Behrmannunpublishediata).
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Contribution of Semantic Pathway
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Figure2: An illustration of the gradualaddition of notional semanticdnput to the phonemeunits during
O—P trainingin the Plautet al (1996) simulationof surfacedysleia; shavn herefor the Tarabanand
McClelland(1987)high- andlow-frequeng words.

4 Simulation of Surface Dyslexia by Plaut et al. (1996)

Theinstantiatiorby Plautetal. (1996)of theway in whichword meaningmightinflu-
enceO—Ptranslatiordid notattempto provide agenuinerepresentationf meaning;
rather thecontribution of meaningwasapproximatedy providing anextra sourceof
input to the phonemeunitsto pushthemtoward their correctactivations. The simu-
lation useda feedforward network with square-rootompressiorof word frequeng,
plus a smallweight decayfactor; this biasesthe network to keepweightssmalland
hasthe effect of preventingoverlearning.The majorchangerom the previous simu-
lationsperformedwithoutarny semanticomponentvasthat,overthecourseof O—P
training, the additionalsourceof input to phonemeunits (notional semantics)vas
graduallyintroduced. The basisfor this gradedprocedurewasthe assumptiorthat,
becaus@®—P mappingsn analphabeticorthography(evena quasi-rgularonelike
English) are much more systematicchan O—S mappings,beginning readerdearn
the former morerapidly thanthe latter. Furthermorea larger additionalinput was
provided for high- thanfor low-frequeny words on the assumptiorthatreal O—S
learningis strongerfor frequentlyencounteredvords. The gradualand frequeny-
modulatedadditionalinput to phonemeunitsiis illustratedin Figure 2, for a subset
of the 2998 monosyllabicwordsin the training corpus,namelythe high- andlow-
frequeng wordsusedin experimentsby TarabarandMcClelland(1987).
Performanceluringtrainingis illustratedin Figure3 for the setsof Tarabarand
McClelland(1987)wordsandGlushlo (1979)nonwords. At early stagesof training
(epochs50-100) adequayg of word pronunciationgpercentorrect,i.e., whetherthe
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Training with Semantics
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Figure 3: Performanceof the Plautet al (1996) O—P network trainedwith additionalinput (notional
semantics}o the phonemeunits, at various stagesof training, on the Tarabanand McClelland (1987)
high-andlow-frequeng regularandexceptionwordsandthe Glushko(1979)nonwords.

correctphonemeunit at eachsegmentof the monosyllable—onseyowel, coda—is
the mostactive unit) clearly variesasa function of both frequeng andconsisteny;
andperformancen itemswhich benefitfrom neitherfrequeng nor consisteng (LF
Exc wordsin Figure 3) is still not perfectat epoch150. By epoch200, all word
pronunciationsare correct,and nonwords (which receve no additional“semantic”
input) have achieved a level of 95% correctpronunciations.Although this network
yieldsfrequeng andregularity effectscharacteristiof networkstrainedwithout no-
tional semanticsthe netwith additionalinput naturallylearnsfasterthansimulations
with only O—Pinput. A nettrainedwith theidenticallearningparameterandinitial
randomweights, but with no semanticcontribution, reachedasymptoteon percent
correctataroundepoch500ratherthan200.

From epoch200 to 2000, when responsedo the different word setscan no
longerbe distinguishedoy the percentcorrectmeasurgseeFigure 3), a significant
frequeng-by-consisteng interactionin the model's performances still obsenable
in the cross-entrop errorscore,a measuref the discrepang betweerthe patternof
activationover thephonemaunitsgeneratedby thenetwork andthe precisetargetpat-
ternof activation. Ontheassumptiorthatoutputpatternsaapproximatingnoreclosely
to “perfect” will supportmorerapidresponseghis continuingsensitvity to frequeng
andconsisteng in the modelsfully trainedperformancecanbe seenasananalogue
of thehumanskilled readersresponséimesto namehigh- andlow-frequeng regular
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Figure 4: Performanceof the Plautet al (1996) O—P network trainedwith additionalinput (notional

semanticsjo the phonemaunits for 2000epochswhenthe strengthof the semantianputis graduallyre-

duced;resultsareshavn for percentcorrecton the TarabarandMcClelland(1987)wordsandthe Glushko
(1979)words,andfor percentagef errorsto Exc wordsthatareregularizations.

andexceptionwords.

The resultsparticularly germaneto modelingsurfacedyslexia are presentedn
Figure 4, which shavs the performanceof the network that had beentrainedwith
notional semanticsor 2000 epochs whenthe strengthof this additional sourceof
activation to the outputunits is graduallyreduced. Although surface dyslexia can
resultfrom an abruptbrain insult like a cerebreascularaccidentor a headinjury,
the greatmajority of reportedcaseof puresurfacedysleia have sufferedfrom pro-
gressve braindiseaseeithersemanticdementigle.g.,Hodges Graham& Patterson,
1995),in whichthe primaryimpairments apparentlyin conceptuaknowledgeitself,
or aprogressie aphasiavhich seemso affect mainly thelink betweensemanticand
phonologicakepresentationé.g.,Grahametal., 1995;Wattetal., in press).In both
casesyeassumehatthereis agraduakeductionin theactivationof phonologyby se-
mantics,andthe simulationwasintendedto mimic this phenomenoiby post-training
withdrawal of the additionalinput to the phonemeunits, leaving only orthographic
inputto phonology

Although Figure 4 representgost-trainingperformancewhat it revealsis the
effect of the notionalsemantidnput during training. Becausehis secondsourceof
input pusheghe activation of eachoutputunit in the appropriatedirection—upif it
shouldbe on for the targetword, down if it shouldbe off—the gradualincreasen
semantidnputin the training phasereduceghe amountof errorin the network’sre-
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sponseswhichin turnreducesgpressurdor furtherlearningin the O—P computation.
As error decreasedhe weightsbecomesmaller(recall thatthis netwasalsotrained
with atendenyg for weight decay). Larger weightsare especiallyimportantfor ex-
ceptionwords,which mustcompeteagainstthe conspirag of mary smallerweights
supportingtypical spelling-soundtorrespondenced he impactof the additionalse-
manticinput duringtrainingis thereforean actualdeclinein O— P competenceijrst
for LF Exc wordsandeventually to somedegree evenfor HF Exc words. This effect
is not obsenablein the model's accurag during training becausehe incrementing
semanticinput keepsimproving the net’s performance.When, in the simulationof
progressie brain diseasethis additionalinput is graduallywithdrawvn, the underly-
ing competencef O—P knowledgeis revealed.As a functionof decreasingtrength
of semantidnput, accurag of pronunciation(a) remainshigh for Reg wordsof ary
frequeng andfor nonwords, (b) declinessteadilyon LF Exc words,and(c) alsode-
clines on HF Exc words, thoughthe vulnerability of thesecommonlyencountered
wordsis slowerto emegeandalwayslessdramatic.

Thereis one further curve in Figure 4, someavhat difficult to resohe visually
from thoseindicating essentiallyceiling accurag on regular words and nonwords:
thepointsrepresentedly asterisksndicatethenatureof thenetwork’serrorresponses
to exceptionwords. Essentiallyall of the errorswereregularizationsof the PINT —
IpInt/ variety. In the purestcasef reportechumansurfacedyslexia (e.g.,Behrmann
& Bub, 1992; McCarthy & Warrington,1986), one also obsenres virtually perfect
readingaloudof regular wordsandnonwords and almostexclusively regularization
errorsto exceptionwords.

Althoughthisis apreliminaryandcertainlyincompleteaccounof surfacedyslexia,
thesucces®f the simulationis considerableThevaluesof accurag for the different
word classesat variouspointsalongthe abscissan Figure4 correspondeasonably
well to thoseobsened for genuinecasef surfacealexia. For example,on similar
(thoughnotidentical)setsof monosyllabiovords,PB andKT (two of theprogressie
patientsreportedby Patterson& Hodges,1992, Table 2, p. 1030) both scored90—-
100% correcton high- andlow-frequeng regularwords. PB’s scoresfor the high-
andlow-frequeng exceptionwordswere86% and48%, respectiely, which is very
closeto the network’s performancaevith “strengthof semanticsreducedo 0.5; and
KT’s high- andlow-frequeny exceptionscoresvere50% and8%, respectiely: not
too far off the model's performanceat the point whereall putative semanticsupport
hasbeenwithdrawn, thoughthepatients LF Excvalueis clearlypoorerthanthenet’s.
Critically, KT'scomprehensiotosswasmuchmoresererethanPB’s asmeasuredby
othertestssuchword-picturematching. We acknavledgethat our framework (and
perhapghoseof othersaswell) is a long way from an understandingf individual
differencesn both normalandimpairedreadingskill. In particulat theideasdevel-
opedherehave recentlybeenchallengedby reportsof a few patientswith deficits
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on semantidestswho arewithin the normalrangeof performancen readingexcep-
tion words (Cipolotti & Warrington,1995; Lambon-RalphEllis & Franklin, 1995;
Raymer& Berndt,1994). Somepossiblenterpretation®f this dissociationwhichis
apparentlyincompatiblewith our prediction,arediscussedn Plautetal. (1996).

We concludefrom this simulationwork that, althoughthe storyis perhapsome-
whatdifferentfrom andmorecomplicatedhanthatoriginally ervisioned patternsof
bothnormalanddisorderedeadingcanbe understoodn the framework proposedy
Seidenbay andMcClelland(depictedin Figurel). Some,but not all, of the critique
of thisapproaclby Coltheartetal. (1993)wasapposite Contraryto their critique, the
initial simulationsof Plautetal. (1996)demonstrat¢éhata singlemechanisnfor acti-
vating phonologyfrom orthographyis capableof acquiringknowledgethat supports
both pronouncingexceptionsandgeneralizingo novel forms. In line with their cri-
tique, however, lesionsto suchnetworksdo not reproducehe patternof puresurface
alexia. We thereforeacknavledgethat another‘pathway” or, aswe have character
izedit, anothersourceof inputto phonologyappears$o be necessaryo modelsurface
alexia. Perhapsan even betterterm is the one emplosed by Kawamotoand Zem-
blige (1992): sourceof constraint.They arguethattheir experimentalresults(which
concernthe precisetime-courseof normalskilled pronunciatiorof heterophonido-
mographdik e bassandlead)canbe explainedby a distributedperspectie, but only
if it providestwo constraintson pronunciation,orthographicand semantic. On the
basisof a quitedifferentsetof humanandnetwork results we have reachedhesame
conclusion.

Despitethis new apparentsimilarity betweendual-routeand triangle perspec-
tives,someimportantdifferencegemain. For onething, andthis is the reasonthat
we preferthe phrasé‘'sourceof input or constraint, we do not think in termsof two
wholly separatg@athwaysor routes.Unlikethe DRC modelof Coltheartetal. (1993),
we assumehatthe sameorthographi@andphonologicarepresentationsupportboth
word andnonword reading. Although it hasnot beenfully implementedthe trian-
gle modelof Figurel is meantto represent genuinelyinteractive, recurrentsystem
ratherthanthe combinatiorof two separat@athways,0—P andO—S—P. Secondly
it mustbeemphasizethatthetwo source®f constrainin thisapproactdo notdivide
theEnglishlanguagerocalulary neatlyinto rule-obeing andrule-infringingwordsas
in thetwo routesof theDRC model. Theorthographicourceof constrainbn pronun-
ciation,evenwith additionalsemantidnput, embodiesonsiderablé&nowledgeabout
theinconsistenciesf O—P relationshipsespeciallyderivedfrom its experiencewith
the more commonexceptionpatterns. This is why both the modelandthe patients
still pronouncea fair numberof exceptionwords correctly even whenall semantic
supporthasbeeneliminated.Furthermoreaswe shall arguebelow, performanceon
wordswith intermediatedegreesof consisteng—irregular by strict “rule,” but with
supportfrom othersimilarly structuredwords—findsa more naturalexplanationin
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thetriangleframeawork thanin dual-routetheories.

5 Further Observationson Surface Dyslexic Reading

In the final sectionof this chapter we introducesomefurther datafrom our recent
studiesof surfacedyslexic patientsthatseemespeciallycompatiblewith the kind of
framework presentedhere.

5.1 Sub-Regularities

Tablel presentshe performancef threesurfacealexic patient8 on 24 monosyllabic
exceptionwordswhich have atypical pronunciationf the body/ rime—wordslike
PINT. Thewordsin SetA wereselectedon a particularbasis,to be explainedin a
moment,which led usto expectthat surfacealexic patientsmight attainan unusual
degreeof succes$ namingtheseparticularexceptionwords;the exceptionwordsin

SetB werethenchosenfrom a larger list of wordsnamedby all of thesepatients,
to matchthosein seta ascloselyaspossibleon two othermeasure&nown to affect
performance:

(i) KuceraandFrancis(1967)written word frequeng. Whereit wasnot possible
to find a SetB word with aprecisefrequeny matchto anaitem, the biaswastowards
selectinga morefrequentwordfor B, to work againsour predictionof greatesuccess
in SetA. Thisbiasis reflectedn themearfrequenciegor thetwo setswhichareclose
but favor SetB.

(il) Theratio of regular:exceptionpronunciationsvithin the setof monosyllabic
wordssharingthatparticularorthographidody Word8a,for example,is PINT; of the
monosyllabicEnglishwordsendingin -INT, 12 have regular pronunciationgHINT,
LINT, PRINT, etc); PINT is the only exception.For each(unique)body representech
Tablel, theregularexemplarsoutnumbetheexceptionexemplar(s)jn mostcasedy
asubstantiahumber asreflectedn the meanson this measureshavn in the Table.

Although the numbersof items for this contrastare small, all three patients
shaved a reliableor nearlyreliable advantagefor SetA over B: MP, 9/12vs. 4/12,
X?(1)=4.2,p=.04;PB,10/12vs.4/12,x?%(1)=6.2,p=.01;AM, 11/12vs.7/12,x%(1)=3.6,
p=.059.Combiningthethreepatients’datayieldsahighly reliablecontrast30/36vs.
15/36,%2(1)=13.3,p<.001. No word in SetB wasnamedcorrectlyby all patients,
whereasr/12 SetA wordswere given correctpronunciationdy all three. Virtually
all of the errorsby all threepatientson both setsof wordswereregularizations:all
threenamedPINT to rhymewith “hint” andGROSS to rhymewith “moss”; two of the

aDescriptionsof the generalcharacteristic®f the threepatientsin Table 1 canbe found asfollows:
for MP: BehrmannandBub (1992),Bub, Black, HampsonandKertesz(1988)andBub, Cancelliereand
Kertesz(1985);for PB: PattersorandHodges1992);for AM: HodgesandPatterson(in press).
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Table 1: Two setsof 12 exceptionwords, shaving—for eachword—theKucera-Francigrequeng, the

numberof exemplarsin the Body Neighborhoodwith Reg:Exc pronunciationsandthe numberof correct

pronunciatios (out of 3) for threesurfacealexic patientMP, PB, AM); thelower partof the Tableshavs

performanceon the samesetsof wordsby the Plautet al. (1996)networkwith variousdegreesof reduced
“semantic”input (asin Figure4).

SetA SetB
Word Freq Rey:Exc +/3 Word Freq Rey:Exc +/3
la 464 9:1 3 1b 437 9:1 1
2a 37 153 3 2b 88 142 2
3a 3 10:3 3 3b 14 9:3 2
4a 4 4:1 3 4b 11 51 2
5a 760 4:1 3 5b 391 10:2 2
6a 11 31 3 6b 16 2:1 2
7a 67 3:2 3 7b 58 8:3 1
8a 5 12:1 2 8b 13 121 0
9a 81 9:1 2 9b 66 9:1 0
10a 2 5:1 2 10b 84 5:1 2
1la 94 2:1 2 11b 730 4:2 0
12a 4 4:1 1 12b 9 6:4 1
Mean 127.7 6.7:1.4 0.83 159.8 7.8:1.8 0.42
Network’s proportioncorrect
semanticstrength=0.6  1.00 0.67
=04 0.92 0.50
=0.2 0.83 0.42
=0.0 0.50 0.25
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threepronouncedruT to rhymewith “hut” andLoOSE to rhymewith “nose”; andso
on.

Whenthe Plautet al. (1996)network (whereadditional“semantic”input to the
phonemaunitsduringtrainingis subsequentlyeducedn strengthasin Figure4 de-
scribedabove) is testedon the same24 words, it yields a similar advantagefor Set
A over B, asshawn in the lower part of Tablel. As it happenswhenthe strength
of additionalinputis at0.2,thenetwork’s performancexactly matcheghe patients’:
83% correcton SetA, 42%correcton SetB. All of the network’s errorswereregu-
larizations.

Whatis it aboutSetA wordsthatmakesthemrelatively (thoughclearlynot alto-
gether)immuneto regularization,by both patientsandnetwork? The answeyin our
view, is thatthesewordsenjoy a kind of sub-reularity, basednot on the body/rime
but on the combinationof theinitial consonanandvowel. Almostall (10/12)of the
wordsin seta bggin eitherwa- or wo-, andtheremainingtwo (SWAMP andQUART)
have the samecharacte? Leaving asidewords suchasWAKE or WOKE wherethe
pronunciationof the vowel is signalledby thefinal -, a substantiamajority of wa-
words are pronouncechot in accordancevith the usualpronunciationof the vowel
andbody (asin CASH or CART) but ratherlike wAsH or WART. Likewise, a great
majority of wo- wordsare pronouncecdhot with the vowel in NORTH but ratherlike
WORTH. As discussedy Seidenbeg (1992),in quasi-rgularsystemdik e spelling-
soundcorrespondencandpast-tenseerbformationin English,anumberof patterns
that do not follow the mostgeneralrule are nonethelesgharacterizedy this sort
of sharedrregularity, thusforming a sub-regularity. Spelling-souncknowledgeap-
parentlyreflectsthis sub-regyularity; asa result,comparedo otherexceptionwords
with similar familiarity levels andbody neighborhoods;W-words” dependesson
the additionalsourceof constrainton pronunciatiorandso arelessvulnerableto its
removal.

Dual-routemodelslik e thatof Coltheartet al. (1993)can,of courseaccounfor
therelative invulnerability of W-words,but only by complicatingtherule system.

bIn view of demonstrationshat at leastnormalreaders’pronunciationsf wordsand nonwordsmay
be subjectto priming or biasingeffectsfrom othersimilaritemsin thelist context (Kay & Marcel,1981;
Seidenbay et al., 1984), it shouldbe notedthat the patientswere not askedto readthe 12 W-words as
a block; theseitemswereembeddedn, andwell distrituted throughout,a muchlarger list of wordsand
nonwords(total N = 198). Furthermoreasthislist containedboth regularwordsandnonwordswith the
samebodiesasthe W-words(e.g.,FORK andLORK aswell aswORK, FARM andDARM aswell aswARM;
wordssharingbodiesaswell asonsetsverewell separatethroughouthe set),ary biasingeffectfrom the
pronunciatia of otherW-wordsshouldhave beenoffsetby effectsof theseitemswith the samebody but
discrepanpronunciatios
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5.2 The Fate of Regular Wordsin Progressive Surface Dydexia

Over the pastfive yearsor so, variousauthorsof this chapterhave carriedout de-
tailed investigationsof arounda dozenpatientswith acquiredsurfacedyslexia. All
of thesecaseshave hadeithera moderate-to-seereimpairmentof semantianemory
(e.g.,Behrmann& Bub, 1992;Patterson& Hodges,1992)or atleasta profoundim-
pairmentin activationof phonologyby semanticsasrevealedfor exampleby severe
anomia(e.g.,Graham,Patterson& Hodges,1995; Watt, Jokel & Behrmann,1996).
All but one of the caseshassufferedfrom a neuro-dgeneratie diseasecharacter
ized behaiorally assemanticdementiaor progressie aphasia'seeHodges,Patter
son,Oxbury & Funnell,1992,for furtherdescription);the oneexceptionis MP, who
sustained majorheadinjury resultingin unusuallyfocal damageo theleft temporal
lobe (Behrmann& Bub, 1992; Patterson& Behrmannsubmitted). With a number
of the progresste patients,we have beenableto performlongitudinalassessments
of readingperformancesomeof which arestill in progress.On initial assessment,
virtually all of the patientscould be describedas having a patternof pure surface
dysleia, in the sensehattheir accurag of word namingwasnotablyoutsidenormal
limits for exceptionwordsbut within normalrangefor regularwords. This is illus-
tratedin Figure5 for PB andFM, two of the casesrom the Pattersonand Hodges
(1992)study Thesedataarefrom the list of wordsemployed in that study which
consistsof 126 pairs of monosyllabicregular and exceptionwords (e.g., PINE and
PINT, BLACK andBLOOD, etc) matchedfor frequeng, lengthandinitial phoneme,
in threefrequeng bands.Figure5 alsoshows the two patients’performanceon the
samelist approximatelythree (FM) or four (PB) yearslater. Althoughthereis still
a highly reliableadvantagefor regular over exceptionwordsfor both patientsat this
stageregularwordsnow yield botherrorsanda degreeof frequeng sensitvity (with
aslightreversalfor FM betweermedium-andlow-frequeng regularwords).
Whatis the natureof theseemeging errorson regularwords,andhow arethey
to be explained? Over the courseof the 3-4 year period, PB and FM were asled
to namethis list of wordsa total of five andeighttimes,respectiely. Table2 pro-
videsa classificatiorof the entiresetof errorsmadeby eachpatient,on bothregular
and exceptionwords, into two broad categyories. Taking the lessinterestingcate-
gory of “Other” errorsfirst, bothPB andFM—Iik e virtually all patientswith surface
alexia (seefor example Coltheartet al., 1983),andindeedlik e virtually all patients
with ary kind of readingdisorder—male a certainnumberof errorswherethe re-
sponsebearsa relationshipto the target word that is neither“surface” nor “deep”

®For readerdnterestedn the underlyingpathologyof theseconditions:threeof the patientsreported
in PattersonandHodges(1992) have cometo post-mortemanalysis. Two had Pick’s disease.The third
hadAlzheimerpathologybut in ahighly atypicaldistribution: the profoundfocalleft temporalatrophyand
severeneuronalossin this region wasmorecharacteristiof semantiadementiadueto Pick’s diseas¢han
of AD.
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Figure5: Readingperformancéy two progressie surfacedysleic patientsPBandFM, (a) attheirinitial
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Table2: Error datafrom multiple administratios of the surfacelist to PB andFM, shawing eachpatients

total numbersof errorsandthe classificationof theseinto two broadclasses(1) LARC errors(shortfor

LegitimateAlternative Readingof Components).g.,PINT (anexceptionword) pronouncedo rhymewith

“mint” andHoOT (aregularword) pronouncedo rhymewith “foot”; (2) Othererrors(variouslydescribed
by otherauthorsasvisual,orthographicphonologtal), e.g.,ONCE—"ounce”

Times Error Word Type
Patient Tested Type Regular  Exception
PB 5
Total  71/630 291/630
LARC 34 246
Other 37 45
FM 8
Total  129/1008 337/1008
LARC 41 243
Other 88 94

but simply resemblest orthographicallyand/orphonologically FM in particularhas
becomemore proneto “Other” errorsasherreadingdisorderhasworsenedfor ex-
ample,shenow makesa numberof theletter confusionerrors,mainly betweenvisu-
ally similar letters(e.g.,PRAY—"bray"), thataremorecharacteristiof purethanof
surfacealexia. Most, thoughnot all, of the “Other” errorsare substitutionsof anor-
thographically/phonologicallgimilar realword for thetarget,asin ONCE—"“ounce]

THROAT—"trout,” etc. Both PB andFM producedoughly equalnumbersof “Other”
errorsto regularandexceptionwords. This is aswe would expect, providedthat the
regularandexceptionwordsarereasonablyvell matchedn orthographiandphono-
logical characteristicgsuchassimilarity to otherwordsin their neighborhoods)and
differ only in the predictabilityof therelationshipbetweerspellingandsound.

The error catggory germanego the presentdiscussions what we have dubbed
LARC errors (a term first usedby Patterson,Suzuki, Wydell & Sasanumal995),
shortfor Legitimate Alternative Readingof ComponentsLARC meanghatthein-
correctresponseeflectsalegitimatepronunciatiorof eachcomponenbf theword, in
the sensethat the orthographiccomponentakesthat pronunciationin otherEnglish
words. The“Other” responseHROAT—"trout” cannotbe classedasa LARC error
becausdhereareno Englishwords (at leastin the dialectof Englishspolen by PB
andFM), in which TH is pronouncedt/, andtherearealsono wordsin which oA is
pronouncedau/asin “trout.” The quintessentiaLARC erroris aregularizationlike
PINT—/pInt/; but thereare othertypesof sucherrorsaswell. First of all, exception
wordscananddo yield LARC errorswhich arenot pureregularizations.For exam-
ple,theregularizationof BLooD wouldrhymewith “food,” but PB pronouncedt like
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“good”; theregularizationof SWeAT would rhymewith “treat” but he pronouncedt

like “great”; andsoon. Secondly of even greaterinterest,regular wordsalsoyield
LARC errors:PBnamedH0o0T to rhymewith “foot,” YEAST like“breast; HEAR like
“bear”; FM pronouncedROWN with the body/rimeof “blown,” HEAT like “threat}

cosT like “post”; andsoon. Not surprisingly sincethe very definition of an excep-
tion word is thatat leastoneof its componenthasa different,legitimate,andindeed
more common,pronunciation poth PB and FM madefar more LARC errorsto ex-

ceptionwordsthanto regularwords. Theimportantobsenationis thatwhile errors
to regularandexceptionwordsmaydiffer in quantity they do notdiffer in natureand
thereforedo notrequirea differentkind of account.

Many of theregularwordsyielding LARC errorsare,of coursethetypeof word
known (sinceGlushlo, 1979)asregular inconsistent. A regular inconsistenword
(like HooT) takesthe pronunciationthatis mosttypical of its body neighborhood;
but one or more wordswith the samebody have a conflicting pronunciation(e.g.,
FOOT). Accordingto theframewvork andsimulationsn Plautetal. (1996),suchregu-
lar inconsistentvords—rathemkin to the W-words—represenanintermediatecase
betweenwords with completelypredictablecomponentsand true exceptions. The
relatively infrequentbut illuminating readingerrorsof surface dyslexic patientsto
thesewords strike us as anothersignificantmatchbetweenthe triangle modeland
real data. As with the decreasedulnerability of W-wordsin surfacedyslexia, the
slightly increased/ulnerability of regularinconsistentvordsis a direct predictionof
the triangle framework. No doubtthesedatacanalsobe given an explanationin a
dual-routeframenork. In the DRC model,this would presumablynvolve interaction
betweerthe phonemesystem(whichis activatedby the GPCrule systemandshould
supportcorrectreadingof aregularword lik e hoot) andthe phonologicaloutputlex-
icon. If presentatiorof HOOT partially activatesthe lexical representationor ortho-
graphicallysimilarwordslik e FOOT andsooT, therule-basegronunciatiorof HooT
might occasionallysuccumbto this influenceandbeir-regularized.As suggestedby
Sasanumdtoh, Pattersorandltoh (in press)to the extentthatsuchinteractive influ-
encedetweenexical andnon-lexical systemsprovide a major explanatoryprinciple
in the DRC model,the differencedetweerthetwo approachebecomdesscritical.

We concludewith anobsenationwhich, in the contet of this book, may consti-
tute preachingo the corverted:thatbothcomponent®f thebook’s topic areproving
importantin the effort to understandhe humanbrain andits capabilities. Not only
mustwe build computationamodelswhosepredictionscanbetested thedataagainst
which the modelsaretestedmustincludedisorderecaswell asnormalfunctioning.
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