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Relearning after Damage in Connectionist Networks:
Toward a Theory of Rehabilitation
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Connectionist modeling offers a useful computational framework for exploring
the nature of normal and impaired cognitive processes. The current work extends
the relevance of connectionist modeling in neuropsychology to address issues in
cognitive rehabilitation: the degree and speed of recovery through retraining, the
extent to which improvement on treated items generalizes to untreated items, and
how treated items are selected to maximize this generalization. A network previ-
ously used to model impairments in mapping orthography to semantics is retrained
after damage. The degree of relearning and generalization varies considerably for
different lesion locations, and has interesting implications for understanding the
nature and variability of recovery in patients. In a second simulation, retraining on
words whose semantics are atypical of their category yields more generalization
than retraining on more typical words, suggesting a counterintuitive strategy for
selecting items in patient therapy to maximize recovery. In a final simulation,
changes in the pattern of errors produced by the network over the course of recovery
is used to constrain explanations of the nature of recovery of analogous brain-
damaged patients. Taken together, the findings demonstrate that the nature of re-
learning in damaged connectionist networks can make important contributions to
a theory of rehabilitation in patients.  1996 Academic Press, Inc.

INTRODUCTION

Cognitive neuropsychology aims to extend our understanding of normal
cognitive mechanisms on the basis of their pattern of breakdown due to brain
damage in neurological patients. A major motivation for many researchers
is that a more detailed analysis of the normal mechanism, and the way it is
impaired in particular patients, may lead to the design of more effective
therapy to remediate these impairments (Howard & Hatfield, 1987). Signifi-
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cant progress has been made in analyzing cognitive mechanisms and their
impairments in terms of ‘‘box-and-arrow’’ information-processing models,
particularly in the domain of written and spoken language (e.g., Coltheart,
Patterson, & Marshall, 1980; Coltheart, Sartori, & Job, 1987; Patterson,
Coltheart, & Marshall, 1985). However, relatively few remediation studies
have been based directly on cognitive analyses, and while these few have
been relatively successful, the specific contribution of the cognitive model
is often unclear (for examples and general discussion, see Byng, 1988; Cara-
mazza, 1989; Hillis, 1993; Riddoch & Humphreys, 1994; Margolin, 1992;
Mitchum & Berndt, 1990; Patterson, 1994; Seron & Deloche, 1989; Wil-
son & Patterson, 1990). The limited usefulness of box-and-arrow diagrams
in this regard may stem from a general lack of attention paid to specifying
the actual representations and computations that perform the task (Seiden-
berg, 1988, but see Coltheart, Curtis, Atkins, & Haller, 1993, for a recent
exception). As Hillis (1993, p. 6) states,

Models of the language task to be treated and cognitive analyses to identify the
individual patient’s level(s) of damage within that language system, while necessary,
are not sufficient for developing theory-based treatment approaches. . . . There is
nothing within the models of normal cognitive processes that would alone support
the introduction of specific intervention strategies for improving some particular cog-
nitive deficit. That is, in addition to an indispensable theory of the normal cognitive
processes underlying the skill that is impaired, we need a theory of rehabilitation of
cognitive function in order to predict what sort of change might occur in those pro-
cesses, and what sort of intervention would bring about such a change.

Connectionist or parallel distributed processing models offer an alternative
framework within which to cast explicit computational theories of normal
and impaired cognitive processes (see McClelland, Rumelhart, & the PDP
Research Group, 1986; Quinlan, 1991; Rumelhart, McClelland, & the PDP
Research Group, 1986). Within such models, information is represented as
patterns of activity over large groups of simple, neuron-like units. Processing
takes the form of cooperative and competitive interactions among the units
on the basis of weighted connections between them. These weights encode
the long-term knowledge of the system and are learned gradually through
experience in the domain. The use of automatic learning procedures for ad-
justing the weights to solve a task has enabled detailed, implemented models
of this form to be developed within a wide range of cognitive domains, in-
cluding high-level vision and attention, learning and memory, speech and
language processing, and the coordination and control of action.

More recently, researchers have begun to explore how the effects of dam-
age in connectionist models of normal cognitive processes can help us under-
stand the specific patterns of cognitive impairment that can arise following
brain damage. Much of this work has been focused on deficits in word read-
ing—the acquired dyslexias (Mozer & Behrmann, 1990; Patterson, Seiden-
berg, & McClelland, 1990; Plaut & Shallice, 1993a)—but there has also
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been considerable work in other domains, including spelling (Shallice,
Glasspool, & Houghton, 1995; Olson & Caramazza, 1994), speech pro-
duction (Harley & MacAndrew, 1992; Martin, Dell, & Schwartz, 1994),
face recognition (Burton, Young, Bruce, Johnston, & Ellis, 1991; Farah,
O’Reilly, & Vecera, 1993), visual object naming (Gordon, 1982; Plaut &
Shallice, 1993b), spatial attention (Cohen, Romero, Servan-Schreiber, &
Farah, 1994; Humphreys, Freeman, & Müller, 1992), learning and memory
(McClelland & Rumelhart, 1986; McClelland, McNaughton, & O’Reilly,
1995), semantic memory (Farah & McClelland, 1991; Horn, Ruppin,
Usher, & Hermann, 1993), and control of action and responding (Bapi &
Levine, 1990; Cohen & Servan-Schreiber, 1992; Levine & Prueitt, 1989).
Although still in its infancy, the relative success of this work suggests that
connectionist modeling may provide an appropriate formalism within which
to explore how disorders of brain function give rise to disorders of cognition.

The current work attempts to extend the relevance and usefulness of con-
nectionist modeling in neuropsychology to address issues in the rehabilita-
tion of cognitive deficits following brain damage. The focus is on the domain
of acquired dyslexia, as this is the area in which the most detailed neuropsy-
chological and computational investigations have been done. The main is-
sues to be addressed are the degree and speed with which behavior can be
reestablished as a result of therapy, the extent that recovery due to treatment
of particular items generalizes to other materials, and the possible bases on
which to select items for treatment so as to maximize this generalization.
These issues can be addressed naturally within a connectionist framework
because the same learning procedures that support the acquisition of cogni-
tive processes in the normal network can be applied to a damaged network
to support the reacquisition of premorbid abilities. The goal of the current
work is to demonstrate that an analysis of the correspondence between the
nature of recovery in patients and in damaged networks can inform theories
of normal cognitive processing as well as suggest specific approaches for
improving patient therapy.

The next section summarizes a number of studies on remediation of ac-
quired dyslexia based on cognitive models of normal reading, particularly
those studies that relate to reestablishing the process of mapping from the
written forms of words (orthography) to their meanings (semantics). Follow-
ing this, previous preliminary work on the effects of relearning after damage
in connectionist networks is described. Most of the simulations described in
this paper are based on retraining a network that has been used previously
to model impaired reading via meaning in a form of acquired dyslexia known
as deep dyslexia (Hinton & Shallice, 1991; Plaut & Shallice, 1993a). The
implemented network can be viewed as constituting part of a larger but unim-
plemented framework for lexical processing (Seidenberg & McClelland,
1989). The first simulation experiment shows that retraining produces rapid
recovery and significant generalization after lesions to only some parts of
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the network—those implementing a structured mapping—suggesting an ex-
planation for the occurrence and variability of recovery among patients. In
a second experiment, retraining on words whose meanings are somewhat
atypical of their category yields more generalization than retraining on more
typical words, suggesting a counterintuitive strategy for selecting items in
patient therapy to maximize recovery. The final experiment investigates the
changes in pattern of errors that occur during recovery in deep dyslexia, both
at its onset and at its resolution into phonological dyslexia (Friedman, 1996;
Glosser & Friedman, 1990). The findings provide constraints on how the
nature of recovery of these patients can be explained within the more general
lexical framework. The paper concludes with a critical evaluation of the rele-
vance of these demonstrations for patient rehabilitation and a general discus-
sion of the potential for principles of learning and relearning in connectionist
networks to provide the basis for a theory of rehabilitation.

COGNITIVE REMEDIATION OF ACQUIRED DYSLEXIA

Cognitive rehabilitation is based on the notion that, by ascribing a patient’s
deficits to the selective impairment of one (or a few) of a set of functionally
separable subsystems involved in carrying out a task, therapy can more effec-
tively focus on the remediation of particular types of representations and
processes. In essence, the cognitive analysis enables a more detailed diagno-
sis of the impairment in an information-processing framework, in order to
provide a basis for the design of more appropriate therapeutic procedures.

Most models of word reading (e.g., Buchanan & Besner, 1993; Carr &
Pollatsek, 1985; Coltheart, 1978, 1985; Coltheart et al., 1993; Morton &
Patterson, 1980; Paap & Noel, 1991; Patterson & Morton, 1985; Reggia,
Marsland, & Berndt, 1988; Seidenberg & McClelland, 1989; Shallice & Mc-
Carthy, 1985, but see Kay & Marcel, 1981; Van Orden, Pennington, & Stone,
1990, for exceptions) have (at least) two ways of pronouncing written
words—that is, of mapping orthography to phonology. The first derives the
meaning (semantics) of the word as an intermediate representation; the sec-
ond bypasses semantics and maps directly from orthography to phonology.
Although terminology varies considerably from model to model, we will call
the first of these the semantic route (or reading via meaning), and the second,
the phonological route. Some models (e.g., Coltheart et al., 1993; Morton &
Patterson, 1980) further subdivide the phonological route into lexical and
sublexical components, while others (e.g., Seidenberg & McClelland, 1989;
Shallice & McCarthy, 1985) do not. As the focus of the current work is on
the nature of impairment and recovery within the semantic route, this latter
distinction is not of immediate concern (although see Plaut, McClelland,
Seidenberg, & Patterson, in press, for relevant simulations and discussion).

The broad distinction between the semantic and phonological route is sup-
ported by the observation that each of these routes can be selectively im-
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paired by brain damage. Surface dyslexic patients, particularly the ‘‘fluent’’
type, appear to have a selective impairment of the semantic route (see Pat-
terson et al., 1985). They can use the phonological route to read words with
regular spelling-sound correspondences (e.g., NEAR), as well as word-like
pronounceable nonwords (e.g., KEAR), but often mispronounce exception
words—particularly those of low frequency—typically giving the ‘‘regular-
ized’’ pronunciation (e.g., PEAR read as ‘‘pier’’). By contrast, deep dyslexic
patients appear to have an impairment of the phonological route, in that they
are severely impaired at pronouncing nonwords (see Coltheart et al., 1980).
They misread some words as well—often giving a semantically related re-
sponse (e.g., PEAR read as ‘‘apple’’)—suggesting some additional partial im-
pairment of the semantic route. Phonological dyslexic patients (Beauvois &
Derouesné, 1979) also read words much better than nonwords, but do not
make semantic errors. Such patients may have impairments that are qualita-
tively similar but less severe than those of deep dyslexic patients (Friedman,
1996; Glosser & Friedman, 1990).

Most work in reestablishing reading via meaning has involved surface
dyslexic patients, as, among acquired dyslexic patients, they typically have
the most severe impairment of the semantic route. Below I briefly review
the findings of a number of rehabilitation studies that attempt to treat various
types of impairments of the semantic route in these (and related) patients.
The focus is not so much on how effective the therapy is for items that are
treated directly (although this is certainly an important concern), but rather
on generalization: the extent to which the therapy leads to improvement on
untreated but related items. A rehabilitation program can have the broadest
impact if it can engender recovery that goes beyond the specific items pre-
sented during treatment.

Coltheart and Byng (1989)

Coltheart and Byng (1989, see also Byng & Coltheart, 1986) undertook
a remediation study with a surface dyslexic patient, EE, a 40-year-old left-
handed postal worker who suffered left temporal-parietal damage from a fall.
On the basis of a number of preliminary tests administered about 6 months
after the accident, they determined that EE had a specific deficit in deriving
semantics from orthography. The most important indication was the occur-
rence of homophone confusions (i.e., misunderstanding TALE as TAIL). These
errors make sense if the patient is unable to map orthography to semantics
directly, but rather must map orthography first to phonology (where TALE

and TAIL are indistinguishable) and then to semantics.
To improve the patient’s ability to associate the written form of words

directly with their meanings, Coltheart and Byng designed a study involving
words containing the spelling pattern -OUGH (e.g., THROUGH, COUGH, BOUGH),
which have highly irregular pronunciations and, thus, are difficult to read
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without semantics. EE was retrained on 12 of 24 such words, by having him
study the written words augmented with mnemonic pictures for their mean-
ing (e.g., a picture of a tree drawn on the word BOUGH). Prior to therapy, 4
of the treated words were read correctly; after therapy, all 12 were read cor-
rectly. In addition, the untreated words also improved, from 1 correct prior
to therapy, to 7 correct after therapy. Thus, the improvement in the untreated
set (6 words) was almost as large as the improvement in the set that was
actually treated (8 words). Generalized improvement of untreated words in
this domain is surprising because a word and its meaning are arbitrarily re-
lated—it is unclear why relearning the meanings of some words should help
reestablish performance on other words with unrelated meanings.

A useful measure of generalization is the amount that untreated items im-
prove relative to the amount that they would have improved if they had
been treated directly. This measure can be approximated by the ratio of the
improvement on untreated items to the improvement on the treated items.
Thus, Coltheart and Byng’s therapy with EE produced 6/8 5 75% general-
ization.

In a second study, EE was given the 485 highest-frequency words (Ku-
cera & Francis, 1967) for oral reading. The 54 words he misread were divided
in half randomly into treated and untreated sets. EE again learned to read
the treated words by studying cards of the written words augmented with
mnemonics for their meanings. As a result, his reading performance on the
treated words improved from 44 to 100% correct. Once again, the untreated
words also improved, from 44 to 85% correct (41% untreated improvement,
56% treated improvement: 73% generalization). This improvement was not
due to ‘‘spontaneous recovery’’ nor to other nonspecific effects because per-
formance on the words was stable both before and after therapy. A third
therapy study, involving the next 388 words in the frequency norms, pro-
duced broadly similar results. Overall, Coltheart and Byng found excellent
recovery of treated items and substantial generalization to untreated items
(also see Weekes & Coltheart, in press, considered under General Discus-
sion).

Scott and Byng (1989)

In a similar study, Scott and Byng (1989) attempted to remediate homo-
phone confusions in another surface dyslexic, JB, a 24-year-old student nurse
who suffered a closed-head injury resulting in left temporal damage. The
treatment involved selecting the correct homophonic word from six alterna-
tives so as to meaningfully complete each of 136 sentences. Over the course
of 29 sessions, performance improved from about 75% to nearly perfect. A
second task was administered pre- and post-therapy, in which each of 270
homophones (135 pairs, half of which were treated during therapy) was
embedded in both an appropriate and an inappropriate sentence, and JB had
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to sort the resulting 540 sentences accordingly. Similar to the Coltheart and
Byng study, JB showed therapy-specific improvement for sentences con-
taining both the treated words and, to a lesser but still significant extent,
the untreated words. However, Scott and Byng failed to find improve-
ment in JB’s writing of either set of homophones in sentence contexts, sug-
gesting that generalization occurred within but not between orthographic do-
mains.

Behrmann (1987)

Behrmann (1987) carried out an analogous study on CCM, a 53-year-old
surface dysgraphic patient with an impairment in writing on the basis of
semantics, due to a left temporal-parietal stroke. Given that the nature of the
relationship between orthography and semantics is broadly the same in writ-
ing as in reading, it seems likely that similar rehabilitation strategies should
apply, although the degree to which reading and writing share underlying
representations remains a matter of debate (see Behrmann & Bub, 1992;
Coltheart & Funnell, 1987; Weekes & Coltheart, in press). Behrmann used
picture-matching and sentence-completion tasks to train CCM to produce
the appropriate spelling of 25 of 69 homophone pairs (e.g., BREAK/BRAKE)
that she initially spelled incorrectly. Therapy improved overall performance
from 49 to 67%, but no improvement on the untreated homophone pairs was
observed. However, the writing of 75 words with irregular spellings (e.g.,
COMB) did improve significantly as a result of the therapy. Thus, Behrmann’s
study produced some type of generalization, but not specifically to other
homophonic items.

Hillis (1993)

Hillis (1993) carried out an extensive rehabilitation program with an ac-
quired dyslexic patient, PS, who suffered a closed-head injury resulting in
left temporal-parietal damage. Preliminary testing on a variety of lexical
tasks (Hillis & Caramazza, 1991) suggested that he had multiple impairments
within the reading system: to orthography, to semantics, as well as to the
phonological route. A therapy program to reestablish the phonological route,
based on training of explicit grapheme–phoneme correspondences (e.g., c→
/k/ after A, O, or U), substantially improved both word and nonword reading
although, when retested one year later, only the former remained stable. Fur-
thermore, there was no generalization to the correspondences of untreated
graphemes (also see Berndt & Mitchum, 1994; de Partz, 1986; Hillis,
1990).

To reestablish orthographic representations, PS was trained on a lexical
decision task involving 50 words that he had failed to read, along with 50
nonwords that each differed from one of the words by a single letter. Over
the course of 10 sessions, PS learned to perform perfectly on the lexical
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decision task, but showed minimal improvement in his oral reading and com-
prehension of the words. When subsequently trained to pronounce the words,
he improved from 22 to 92% correct, but showed no generalization in pro-
nouncing untreated words.

In a further study, PS was presented with a series of homophones and
their definitions, and asked to write the word in a sentence. Over the course
of 10 therapy sessions, performance on the treated words in oral reading,
comprehension, and spelling from definition improved. For untreated homo-
phones, only oral reading improved, and only very slightly. Specifically, oral
reading of treated words improved from 53.3% correct (averaged over 3 pre-
therapy sessions) to 96.6% correct (averaged over the last 8 therapy ses-
sions), while untreated words improved only from 56.6 to 62.2% correct
(12.9% generalization).

A final study involved 60 words whose spellings have multiple plausible
pronunciations (e.g., BEAR; -EAR can also be pronounced as in BEER). PS was
trained to match half of the words to their written or spoken definitions
(among five alternatives), and the other half to written or spoken rhyming
words (among five alternatives). For each set of words, when performance
on the trained task reached 100% correct, performance on the untrained task
was also 100% correct. Furthermore, oral reading of all of the words im-
proved from an average of 68% correct to 100% correct. Thus, there was
considerable generalization from trained to untrained tasks. Unfortunately,
performance on untreated words was not measured.

Behrmann and Lieberthal (1989)

Finally, Behrmann and Lieberthal (1989) studied a 57-year-old man, CH,
who was globally aphasic following a stroke affecting the left frontal, tempo-
ral, and parietal lobes, as well as the internal capsule. CH performed particu-
larly poorly on tasks requiring semantic knowledge; for example, he was
able to choose the synonym of a target word only when a distractor was
semantically distant (e.g., GLOVE: MITTEN/PLATE vs. MITTEN/SOCK). Perfor-
mance on written and spoken words was equally impaired.

The therapy study involved a semantic-category sorting task using written
and spoken items from six categories: animals, body parts, colors, transport,
furniture, and food. Half of the items from three categories (transport, body
parts, furniture) were treated in a number of ways, including training CH on
written and spoken word/picture associations, and on picking out a target
item from an array of distractors when given a semantic cue. The therapy
improved overall performance on treated items from 20 to 93% correct. Fur-
thermore, there was significant generalization to untreated transport items
(58% generalization)1 and body parts (81% generalization) but not to un-

1 Based on a reanalysis of Behrmann and Lieberthal’s (1989) data, showing correct perfor-
mance on treated transport items improved from 8/20 per-therapy to 20/20 post-therapy, while
untreated transport items improved from 6/20 pre-therapy to 13/20 (instead of the reported
7/20) post-therapy.
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treated furniture items. Among untreated categories, only foods showed sig-
nificant improvement (from 17.5 to 52.5% correct; 48% generalization).
Thus, Behrmann and Lieberthal found significant generalization within some
but not all treated and untreated categories.

Taken together, the therapy studies that have attempted to reestablish read-
ing (or writing) via the semantic route have succeeded in improving perfor-
mance for treated items, and often also for untreated but related items. The
degree of recovery and generalization, however, varied considerably across
patients, although direct comparison is difficult because different word sets,
tasks, and remediate techniques were employed. Why some patients im-
proved while others did not is not entirely clear. Furthermore, even in those
patients who did improve and showed generalization, the cause of this gener-
alization—in terms ofchanges to theunderlyingcognitive mechanisminduced
by treatment—is unknown. An explanation of the effects seen in patient ther-
apy in thisdomain should account not only for the occurrence of generalization
in some patients and conditions, but also for its absence in others.

Hillis and Caramazza (1994; Caramazza, 1989; Hillis, 1993) have argued
that traditional information-processing models offer little guidance in the
design of an appropriate rehabilitation program because they make no con-
tact with the wide variety of factors that can influence whether and to what
extent a given patient benefits from therapy. Rather, a theory of rehabilitation
must be based on a detailed specification of the representations and processes
that perform a given cognitive task normally, how they are impaired by brain
damage in a particular patient, and how they are affected by possible inter-
ventions.

Connectionist modeling provides a framework for developing computa-
tionally explicit models of normal cognitive processes, and damage to such
models has been shown to replicate the cognitive impairments of some types
of brain-damaged patients. The goal of the current work is to explore whether
such models can also provide a basis for understanding the effects of rehabili-
tation on impaired cognitive processes, and how best to design such rehabili-
tation. The next section reviews some preliminary investigations of the ef-
fects of retraining connectionist networks after damage. These studies
demonstrate how retraining a damaged network on only a subset of its pre-
morbid knowledge can induce improvement not only on this subset, but also
on the remaining untreated knowledge. The subsequent simulation work at-
tempts to apply the insights from these studies more directly to the domain
of rehabilitation of impaired reading via meaning.

RELEARNING AFTER DAMAGE IN CONNECTIONIST NETWORKS

I begin with a brief overview of the nature of processing and learning in
connectionist networks, before reviewing studies of relearning after damage.
As described briefly in the Introduction, a connectionist network is composed
of a large set of simple, neuron-like processing units that interact across
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FIG. 1. A framework for lexical processing, including groups of units that represent the
orthography, phonology, and semantics of written words, and intermediate or hidden groups
of units that mediate between these representations (based on Seidenberg & McClelland, 1989,
p. 526).

weighted connections. In most networks, units are organized into groups
or layers that represent different types of information about the item being
processed. For instance, one group might represent the written form of a
word, another might represent its spoken form, and yet another might repre-
sent its meaning (see Fig. 1, following Seidenberg & McClelland, 1989).
Within each group, each item is represented by the combined activity of a
number of units, and each unit participates in the representation of a number
of items. This type of distributed representation (Hinton, McClelland, &
Rumelhart, 1986) contrasts with a local representation in which each item
is represented by the activity of a single, corresponding unit (e.g., Feldman &
Ballard, 1982; McClelland & Rumelhart, 1981).

Processing takes the form of simultaneous cooperative and competitive
interactions among the units. For example, in pronouncing a written word,
input is presented to the network by setting the states of the orthographic
units to the pattern of activity that represents the written form of the word.
These unit states then affect the states of other units via the positive and
negative weights on the connections between them. Units with positive con-
nections tend to support each other, while units with negative weights be-
tween them inhibit each other. At some point, the semantic and phonological
units begin to change their states in response to information from the ortho-
graphic units (via the intermediate units). As a result of the cooperative and
competitive interactions, the network as a whole settles gradually into a con-
figuration of active and inactive units that represents the network’s interpreta-
tion of the orthographic input. Included in this configuration is a pattern of
activity over the semantic units representing the meaning of the word, and
a pattern over the phonological units representing its pronunciation. In this
way, the network computes the pronunciation of a written word, as well
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as its meaning, by a parallel settling process governed by the connection
weights.

The weights in the network are adjusted gradually on the basis of experi-
ence with the written forms, the spoken forms, and the meaning of words.
Initially, the weights are set to small random values. As a result, after pro-
cessing a written word, the patterns of semantic and phonological activity
are quite different from the word’s correct meaning and pronunciation. These
discrepancies are quantified by an error measure, typically the sum of the
squared difference between each generated activity and its correct value. An
automatic learning procedure (e.g., back-propagation; Rumelhart, Hinton, &
Williams, 1986) calculates how each weight in the network contributes to
the error for the word. By changing the weights so as to reduce the error,
the semantic and phonological patterns will be closer to the correct patterns
on the next presentation of the word. As these changes accumulate over the
repeated exposure to many words, the weights gradually acquire values that
enable the network to settle into the correct semantic and phonological repre-
sentations when given the orthography of each word.

To understand learning (and relearning) in networks, it may help to think
of a multidimensional space with a dimension for each weight. This may be
easiest to imagine for a network with only two weights (see Fig. 2). Each
point in this space—a plane in two dimensions—defines a set of weights
that produces some amount of error if used by the network. If this error is
represented along an additional dimension corresponding to height, then the
error values of all possible weight sets form an error surface in weight space.
A good set of weights has low error and corresponds to the bottom of a
valley in this surface. At any stage in learning, the network can be thought
of as being at the point on the error surface, with a height given by the error
for the current set of weights. Possible weight changes consist of movements
in different directions along the surface. Changing each weight in proportion
to its effect on the error (i.e., the partial derivative of the error with respect
to the weight) amounts to moving in the direction of steepest descent, also
called gradient descent.

In summary, the type of connectionist network that we are concerned with
represents items such as words as distributed patterns of activity over various
groups of units. Processing an item involves cooperative and competitive
interactions among units causing the network as a whole to gradually settle
into a global configuration of active and inactive units constituting its inter-
pretation of the item. This settling process is governed by connection weights
that are learned gradually on the basis of exposure to the correct representa-
tions of each item using an error-correcting, gradient descent algorithm.

Hinton and Sejnowski (1986)

When items are given distributed representations, similar items—those
represented by similar (overlapping) patterns—tend to have similar effects
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FIG. 2. A possible error surface for a network with only two weights. The height of the
surface above each combination of weights indicates the error that would result if those weights
were used by the network. The black dot corresponds to the error for the current set of weights;
the arrow indicates the optimal direction of weight change—the one causing the steepest
decent in error. The learning procedure operates by calculating this direction and taking a
small step along it, thereby changing the weights slightly. As this process is repeated, the
weights eventually achieve values that produce the minimum amount of error (the white dot;
Weight 1 5 23 and Weight 2 5 2 in this example).

on other parts of the system. Consequently, such representations are particu-
larly useful in mapping between domains that are systematically related, such
as orthography and phonology. In English, similarly spelled words tend to
have similar pronunciations, and the use of distributed representations helps
to capture the underlying regularities (Plaut & McClelland, 1993; Plaut et
al., in press; Seidenberg & McClelland, 1989). However, for the same reason,
distributed representations would seem to be ill suited for mapping between
arbitrarily related domains, such as orthography and semantics. There is no
inherent or structured relationship between the written form of a (monomor-
phemic) word and its meaning: orthographic similarity is unrelated to seman-
tic similarity. It is in this situation that local representations—word-specific
units—appear to be necessary (see Hinton et al., 1986, for discussion).

Hinton and Sejnowski (1986) challenged this assumption by demonstrat-
ing that distributed representations can be effective and efficient in mapping
between even arbitrarily related domains. The task they chose was a highly
simplified version of the mapping from orthography to semantics: each of
20 three-letter words was to be associated with an arbitrary semantics con-
sisting of a random subset of 30 semantic features. The network used to
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accomplish the mapping had three layers of units, corresponding roughly to
the orthography-to-semantics portion of Fig. 1. Thirty grapheme units, in
three groups of 10, represented the three letters of each word. These units
were fully connected to 20 intermediate units, which in turn were fully con-
nected to 30 sememe units, one for each semantic feature. In addition, the
sememe units were fully interconnected. The units produced stochastic bi-
nary output and all connections were symmetric (i.e., of equal strength in
both directions). The network was trained with the Boltzmann Machine
learning procedure (Ackley, Hinton, & Sejnowski, 1985) to settle into the
correct pattern of activity over the sememe units for each word when the
grapheme units for the letters of the word were clamped on.

After training, the undamaged network performed the task almost per-
fectly, but when single intermediate units were removed, 1.4% of the seman-
tic patterns produced by the network were incorrect. Interestingly, 59% of
these incorrect responses were the exact semantics of an alternative word,
and these ‘‘word’’ errors were more semantically and/or visually similar to
the correct word than would be expected by chance. This co-occurrence of
visual and semantic similarity in error responses is analogous to aspects of
the error pattern produced by deep dyslexic patients (also see Hinton & Shal-
lice, 1991; Plaut & Shallice, 1993a).

In addition to demonstrating visual and semantic influences in the errors
produced by the damaged network, Hinton and Sejnowski investigated the
behavior of the network in relearning after damage. Specifically, after the
network had learned all 20 associations of three-letter strings to semantic
patterns, it was damaged in a variety of ways, either by zeroing or adding
noise to the weights, or by removing hidden units. After each of these types
of damage, when the network was retrained on all of the associations, its
performance improved much more quickly than when it was learning the
associations originally and had reached the same level of performance (see
Fig. 3). Sejnowski and Rosenberg (1987) later replicated this rapid relearning
in NETtalk, a feed-forward back-propagation network for mapping orthogra-
phy to phonology.

An even more interesting effect found by Hinton and Sejnowski was that
rapid recovery of all associations occurred even if the network was retrained
on only a subset of them. After adding random noise to the weights on con-
nections to and from the hidden units, they retrained the network on only
18 of the 20 associations. As expected, performance on these 18 associations
improved rapidly. More surprising was that performance on the two unre-
trained associations also improved: from 30 to 90% correct (over 50 presen-
tations of each—note that the network is stochastic and thus can produce a
variety of responses to repeated presentations of the same stimulus). In a
second experiment, performance on a pair of associations with higher error
rates improved from 17 to 98% correct with retraining on only the remaining
18 associations. Unfortunately, the effect was not very robust—when only
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FIG. 3. The recovery of performance of the Hinton and Sejnowski network after various
types of damage. The heavy line is a section of the original learning curve after a considerable
number of learning sweeps. All the other lines show recovery after damaging the network
once learning was complete (99.3% correct). The lines with open circles show the rapid recov-
ery after 20 or 50% of the weights to the hidden units have been set to zero (but allowed to
relearn). The dashed line shows recovery after five of the 20 hidden units have been perma-
nently ablated. The remaining solid line is the case when uniform random noise between 622
is added to all the connections to the hidden units. In all cases, a successful trial was defined
as one in which the network produced exactly the correct semantic features when given the
grapheme input. (Reprinted from Hinton & Sejnowski, 1986, p. 311.)

15 associations were retrained, performance on the remaining 5 deteriorated
slightly. Even so, the demonstration of even modest recovery of unretrained
associations in a connectionist network raises the possibility that the unex-
plained generalization found in some rehabilitation studies with acquired
dyslexic patients may occur for similar reasons.

Hinton and Plaut (1987)

Hinton and Plaut (1987) investigated the generalization effect further in
a network in which each connection has both a slow weight and a fast weight.
The slow weights are like those normally used in connectionist networks—
they change slowly and encode all of the long-term knowledge of the net-
work. The fast weights change much more rapidly but continually decay
toward zero, so that their values are determined solely by the recent past.
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The effective weight on a connection when computing unit activities is the
sum of its slow and fast weight. Thus, at any instant, the network’s knowl-
edge consists of long-term knowledge (in the slow weights) that captures
the inherent regularities in the environment, with a temporary overlay of
short-term knowledge (in fast weights) that compensates for particular char-
acteristics of the current context.

One benefit of using fast weights is that they can learn to cancel out the
interference in a set of old associations caused by more recent learning. To
demonstrate this, Hinton and Plaut built a fully connected feed-forward net-
work with slow and fast weights, which had 10 input units, 100 hidden units,
and 10 output units. The network was trained with back-propagation on 100
associations of random binary vectors of length 10, in which each component
of each vector had probability 0.5 of being a 1. Although both the slow and
fast weight on each connection experience the same pressure to change to
reduce the error, most initial learning occurs in the fast weights because they
can change more quickly. Their strong tendency to remain small, however,
prevents them from solving the task completely by themselves. The slow
weights gradually learn under the pressure of the residual error. As the slow
weights learn to accomplish more and more of the task, the fast weights can
decay further. In this way, knowledge is gradually transferred from the fast
to slow weights (from the short-term context to long-term knowledge). Fi-
nally, at the end of learning, the network performs the task perfectly, the
fast weights are near zero, and all of the knowledge is in the slow weights.

Once the network had learned the 100 associations in this way, Hinton
and Plaut trained it on 5 new random associations without further rehearsal
of the original 100. Training was continued until all knowledge of the new
associations was in the slow weights. As these associations were unrelated
to the original ones, the weight changes they induced had the same effect
on the original associations as adding random noise to the weights. Thus,
performance on the original task was significantly impaired as a result of
the interference training (also see McCloskey & Cohen, 1989; Ratcliff,
1990). The network was then retrained on only half of the original 100 asso-
ciations. Not only did the retrained associations recover quickly, but perfor-
mance on the remaining unretrained associations improved almost as much:
generalization, as measured by the ratio of unretrained to retrained improve-
ment, was 83%. In fact, there was considerable generalization (65%) when
only 10% of the original associations were retrained (see Fig. 4).

As the recovery of performance occurs during the first few retraining
sweeps, it takes place almost entirely within the fast weights. Nothing in the
interaction between fast and slow weights is required for the transfer effect—
an analogous network with only slow weights would also exhibit it. The
advantage of using both fast and slow weights is that the relearning in the
fast weights need not permanently interfere with the new associations—if
the fast weights are allowed to decay back to zero, the new knowledge is
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FIG. 4. Average error per output unit for the retrained (solid) and unretrained (dashed) sub-
sets when retraining on (a) 50 or (b) 10 of the original 100 associations. Notice that error
rather than correct performance is being plotted, so improved performance is reflected by
decreasing curves. (Reprinted from Hinton & Plaut, 1987, p. 181.)

restored. However, if retraining is continued, the knowledge will be gradu-
ally transferred into the slow weights with less interference to the new associ-
ations.

The generalization to unretrained associations found by Hinton and Sej-
nowski (1986) and Hinton and Plaut (1987) is somewhat paradoxical as there
is no systematicity within or between any of the associations. However, dur-
ing the original learning the weights capture whatever chance regularities
there happen to be among the entire set of associations. Most of these regular-
ities still hold for the retrained subset, and so during relearning the weights
tend to move back toward values that capture these regularities. Since most
of the regularities apply to the unretrained associations as well, they also
improve. In other words, because knowledge of the associations is distributed
across all of the connections, when the damaged network is retrained on
some of the associations (or on other associations that share the same struc-
ture), all of the weights are pushed back toward their original values.

The spontaneous recovery of unretrained associations in networks is anal-
ogous to the improvements on untreated items found in many rehabilitation
studies with acquired dyslexic patients (as summarized in the previous sec-
tion). Thus, the basis of generalization in networks provides a possible expla-
nation for its occurrence in patients. More generally, the nature of relearning
after damage in connectionist networks may provide a useful framework for
understanding the effects seen in the remediation of acquired dyslexia. One
potentially important caveat, however, is that the generalization experiments
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of Hinton and Sejnowski (1986) and of Hinton and Plaut (1987) involved
relearning after corrupting weights with noise rather than after permanent
damage. The explanations offered, in terms of weight changes back toward
the original set of weights, do not strictly apply to a lesioned network, as
all of the original weights are no longer available. In this case, relearning
must adjust the weights on the remaining connections to new values in order
to compensate for the missing connections.

The relevance of these previous retraining simulations is limited further
by the fact that the instantiations of the tasks they used bear only a very
abstract relationship to the tasks actually performed by acquired dyslexic
patients. Although Hinton and Sejnowski modeled their task loosely after
the relationship between orthography and semantics, the representations they
used captured very little of the structure within either of these domains. Hin-
ton and Plaut demonstrated more impressive generalization results but used a
randomassociationtask witheven lesssimilarity toactual reading formeaning.
The implications of the nature of recovery in damaged networks for patient
rehabilitationwould be far better established in a simulation that corresponded
more closely to the tasks carried out by the patients. To this end, the current
work investigates the effects of recovery innetworks (Hinton &Shallice, 1991;
Plaut & Shallice, 1993a) that, when damaged, replicate the qualitative error
pattern exhibited by patients with impaired reading via meaning.

Hinton and Shallice (1991)

Based on the previous work by Hinton and Sejnowski (1986) reviewed
above, Hinton and Shallice (1991) trained a recurrent back-propagation net-
work to map from the orthography of 40 three- or four-letter words to a
simplified representation of their semantics, described in terms of 68 prede-
termined semantic features. Although their version of the task is still highly
simplified, it reflects the essential properties of orthographic and semantic
representations: words with similar spellings have similar orthographic rep-
resentations, words with similar meanings have similar semantic representa-
tions, and orthographic similarity is unrelated to semantic similarity (see
Plaut & Shallice, 1993a).

After training the network to correctly derive the meanings of all of the
words, Hinton and Shallice systematically lesioned it by removing propor-
tions of units or connections, or by adding noise to the weights. They found
that the damaged network occasionally settled into a pattern of semantic
activity that satisfied the response criteria for a word other than the one pre-
sented. These errors were more often semantically and/or visually similar
to presented stimuli than would be expected by chance. While the network
showed a greater tendency to produce visual errors (e.g., CAT→‘‘cot’’) with
lesions near orthography and semantic errors (e.g., CAT→‘‘dog’’) with le-
sions near semantics, both types of error occurred for almost all sites of
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damage. This pattern of errors is similar to that of patients with deep dyslexia
(Coltheart et al., 1980).

More recently, Plaut and Shallice (1993a) have extended these initial find-
ings in two ways. First, they established the generality of the co-occurrence
of semantic, visual, and mixed visual-and-semantic errors by showing that
it does not depend on specific characteristics of the network architecture, the
learning procedure, or the way responses are generated from semantic activ-
ity. Second, they extended the approach to account for many of the remaining
characteristics of deep dyslexia, including the effects of concreteness/image-
ability and their interaction with visual errors, the occurrence of visual-then-
semantic errors, greater confidence in visual as compared with semantic er-
rors, relatively preserved lexical decision with impaired naming, and the
existence of different subvarieties of deep dyslexia.

The replication of the diverse set of symptoms of deep dyslexia through
unitary lesions of the network strongly suggests that the underlying computa-
tional principles of the network capture important aspects of the process of
mapping orthography to semantics in humans. Extending this claim further,
relearning in the lesioned network would be expected to produce effects
similar to those observed in empirical studies of the rehabilitation of this
process in brain-damaged patients. The following experiments test this claim.

EXPERIMENT 1: EFFECT OF LESION LOCATION ON RELEARNING
AND GENERALIZATION

The first experiment investigates relearning and generalization after dam-
age in a network that maps orthography to semantics. The issue to be ad-
dressed is whether such recovery depends on the nature of the damage to
the network—specifically, on the location of damage within the system. The
network used is broadly similar to the one developed by Hinton and Shallice
(1991). It is actually a replication of one of the networks that Plaut and
Shallice (1993a) used—termed the 40–60 network—to demonstrate that
Hinton and Shallice’s qualitative results do not depend on specific details
of the network architecture. The original version of this network could not
be used in the present study due to technical details of the training procedure.2

2 The original network was trained with momentum, such that each weight change consisted
of the newly calculated changes along with a proportion of the previous weight change. As
a result, each weight had a tendency to continue to change in the same way as on past updates.
While there is nothing wrong in principle with using momentum during retraining, it was not
used in the current study to allow a fair comparison between the rates of relearning vs. original
learning at the same level of performance. As there are no previous weight changes at the
beginning of retraining, momentum would have a different effect in this condition than it
would at the corresponding point during original learning, when weight changes would have
accumulated over many previous epochs.
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FIG. 5. The architecture of the network used to model impaired reading for meaning, based
on the one used by Hinton and Shallice (1991). Arrows represent sets of connections between
groups of units—those in bold are lesioned in the present experiment.

In all important respects, however, the two versions of the network are equiv-
alent.

The goal of the experiment is to account for the extent and variability of
recovery and generalization found in rehabilitation studies of acquired dys-
lexic patients (e.g., Behrmann, 1987; Coltheart & Byng, 1989; Scott & Byng,
1989). Note that, as most of the patients studied are surface dyslexic (or
dysgraphic), the network is not intended to capture all aspects of their behav-
ior. In particular, such patients are assumed to have an intact phonological
route in addition to an impaired semantic route. By contrast, the network
has only a semantic route. Nonetheless, given that the phonological route is
thought to be normal in surface dyslexic patients, it is assumed that recovery
in these patients is due primarily to changes in the impaired semantic route.
To the extent that this is true—and data below suggest it may be only an
approximation—an implementation of an isolated semantic route provides
an adequate vehicle for exploring the nature of recovery in these patients.

Methods

Network architecture and task definition. The architecture of the network is shown in Fig.
5. Like the Hinton and Sejnowski (1986) network, it can be viewed as a specific implementa-
tion of the orthography-to-semantics portion of Seidenberg and McClelland’s (1989) general
framework for lexical processing (see Fig. 1). The network has two main pathways: (a) a
direct pathway, from 32 orthographic units to 68 semantic units via 40 intermediate units,
and (b) a clean-up pathway, from the semantic units to 40 clean-up units and back to the
semantic units. Each set of connections (shown as large arrows in Fig. 5) consists of only a
randomly chosen 25% of the possible connections between the two groups of units. The logic
of this architecture is that the direct pathway generates initial semantic activity from visual
(orthographic) input, while the clean-up pathway iteratively refines this initial activity into
the exact correct semantics of the word. At any point in time during this settling process, the
activity level (or state) of each unit, ranging between 0.0 and 1.0, is a smooth, nonlinear
(logistic) function of its total weighted input from other units.

The basic relearning effects described in this paper do not depend critically on very specific
aspects of the network architecture. A network with a rather different architecture, in which
the functions of the direct and clean-up pathways are subserved by the same sets of units
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(Plaut & Shallice’s, 1993a, 80fb network), produces qualitatively equivalent results (see Plaut,
1991).

The task of the network is to generate the semantics of 40 words from their orthography.
The words come from five semantic categories: indoor objects, outdoor objects, animals, body
parts, and foods. The meaning of each word is specified in terms of a pattern of activity over
68 semantic units, each of which corresponds to a particular semantic feature. For instance,
among the semantic features of CAT are has-legs, mammal, found-on-farms, and does-run. On
average, the semantic representation of a word contains about 15 of the 68 possible semantic
features (see Hinton & Shallice, 1991, for details).

In the orthographic representation, each letter within a word is represented in terms of a
separate set of eight units corresponding to particular orthographic features (e.g., contains a
vertical stroke, horizontally symmetric). These features were designed so that visually similar
letters (e.g., E and F) are represented by similar (overlapping) patterns. As each word has at
most four letters, a total of 32 orthographic units are required (see Plaut & Shallice, 1993a,
for details).

The representations over the two remaining groups of units—the intermediate and clean-
up units—are not determined by the definition of the task. Rather, the network develops its
own representations over these units (by adjusting the weights on their incoming connections)
under the pressure of learning to activate the correct semantics of each word when presented
with its orthography.

Training procedure. The network was trained in the following way. The connection weights
were initialized to small random values. Each word was presented to the network by setting
the states of the orthographic units to the appropriate input pattern based on the letters of the
word, and by initializing the states of all other units to 0.2. The network was then run for
eight iterations, in which each unit updated its state each iteration based on the current states
of other units and the weights on connections from them. At the end of these iterations, the
network had produced a pattern of activity over all of the units, including the semantic units.
As the weights are initially random at the beginning of training, the pattern of semantic activity
produced by the word was very different from its correct semantics. An iterative version of
the back-propagation learning procedure, known as back-propagation through time (see
Rumelhart, Hinton, & Williams, 1986; Williams & Peng, 1990, for details) was used to com-
pute the way that each weight in the network should change so as to reduce this difference
for the last three iterations. These weight changes were calculated for each word in turn, at
which point the accumulated weight changes were carried out (scaled by a learning rate of
0.01) and the procedure was repeated. After 4740 epochs (i.e., training presentations of all
40 words), when the network was presented with each word, the resulting activity of each
sememe unit over the last three iterations was within 0.2 its correct value for that word, at
which point training was considered complete.

Lesioning and retraining procedures. The trained network was lesioned by randomly select-
ing a specified proportion of the connections between two groups of units and removing them
from the network. Each of the four main sets of connections was subjected to lesions of a wide
range of severity, in which 5 to 70% of the connections were removed. For each combination of
location and severity, 20 instances of lesion (i.e., removal of a specific random subset of
connections) were administered.

After a given instance of lesion, the network was presented with each of the 40 words for
processing. As a result of the damage, the semantic activity produced by the network would
often differ significantly from the correct semantics of the presented word. The network was
considered to have responded correctly if the proximity (i.e., normalized dot product) of the
semantics generated by the network was within 0.8 of the correct semantics of the presented
word, and the proximity of the next best word was at least 0.05 further (see Hinton & Shallice,
1991, for details). If the generated semantics satisfied these criteria when compared with the
semantics of some word other than the one presented, that word was considered to be the
network’s response (an error). Otherwise, the network was considered to have failed to respond
(an omission). The response criteria can be thought of as substituting for an actual output
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FIG. 6. Improvement in performance of the network when originally learning the task, mea-
sured in terms of percent correct and average proximity of the generated and correct semantic
patterns.

network that would generate explicit pronunciations on the basis of semantic activity (see
Plaut & Shallice, 1993a, for implementations of this process, and for evidence that criteria
based on semantic proximity produce qualitatively equivalent behavior).

Once the performance of the lesioned network on all 40 words was determined, half of the
correct words and half of the incorrect words were randomly selected and placed in the treated
set; the remaining words were placed in the untreated set. Thus, both the treated and untreated
sets contained 20 words and were balanced for correct performance. For the purpose of setting
up the treated and untreated sets, explicit errors and omissions were both considered incorrect
and were not distinguished.

The lesioned network was then retrained for 50 epochs on the treated words only. Perfor-
mance was measured at each epoch during relearning separately for the treated and untreated
word sets, in terms of the number of words read correctly, and the average proximity of the
generated and correct semantics. To ensure that any relearning effects were not simply due
to an imbalance in initial performance between the treated and untreated sets, the two sets
were exchanged and the retraining was repeated, starting from the same initial set of weights.
Thus, each group of words served both as the treated set and the untreated set. Finally, for
purposes of comparison, the weights were again reinitialized and the lesioned network was
retrained on all 40 words.

Results and Discussion

Figure 6 shows the performance of the network over the course of origi-
nally learning the task, in terms of the average proximity of the generated
and correct semantics, and the percentage of words read correctly using the
response criteria. Notice that the network shows a rapid improvement in
correct performance at about 500 epochs, when performance has reached
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FIG. 7. Correct performance rates after lesions to each main set of connections as a function
of lesion severity. Each data point is the average of 20 instances of lesion (i.e., removal of
a particular random subset of connections) at that location and severity. The dashed line at
20% correct performance intersects the data points for the two lesion conditions tested in the
current relearning study.

around 20%, although it only achieves 100% correct performance at epoch
2513. Also notice that the network continues to learn after this point—as
mentioned above, the training criteria are not satisfied until epoch 4740. The
semantics generated by the network may be sufficient to distinguish the pre-
sented word from the possible alternatives while still being somewhat inac-
curate. A more direct reflection of the accuracy of the generated semantics
is given by the proximity measure. As Fig. 6 shows, this measure rises more
gradually over the course of learning, indicating that improvements in the
network’s representations during learning do not always translate directly
into more accurate overt performance (see Karmiloff-Smith, 1992, for dis-
cussion of related phenomena in cognitive development).

Figure 7 shows the correct performance of the fully trained network after
lesions to each main set of connections, as a function of lesion severity (per-
cent connections removed). Not surprisingly, performance gradually declines
with increasing lesion severity for all lesion locations. The network’s perfor-
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mance is most disrupted by lesions to the orthography-to-intermediate con-
nections, and least disrupted by semantics-to-cleanup lesions.

Given the available computational resources, the retraining procedure
could not be applied to every instance of lesion at every location and severity,
as it requires about 250 times more computation than the procedure for mea-
suring performance.3 Accordingly, as an initial comparison, relearning was
tested after lesions at the semantic level (cleanup-to-semantics connections)
vs. after lesions near orthography (orthography-to-intermediate connections).
These two sets of connections are highlighted in bold in Fig. 5. For each, a
severity of lesion was selected which lowered correct performance to near
20%: 50% of cleanup-to-semantics connections (20.2% correct), and 30%
of orthography-to-intermediate connections (20.6% correct). This level of
performance falls ( just) within the range of performance included in the error
analyses in previous work (Plaut & Shallice, 1993a), while being sufficiently
poor to provide room for significant improvement over the course of re-
training.

Cleanup-to-semantics lesions. We first focus on the effects of retraining
after 50% lesions of the cleanup-to-semantics connections. Figure 8 shows
data from three different training conditions: (1) improvement on all 40
words when the network was originally learning the task and had reached
20% correct performance (epoch 557, see Fig. 6), (2) improvement on all
40 words when retraining on them after damage, and (3) improvement on
the treated and untreated word sets when retraining only on the treated set.
A comparison of the first two of these conditions (the triangles in Fig. 8)
reveals that performance improves much more dramatically when retraining
on all of the words after damage then when originally learning them. After
50 epochs of retraining, average correct performance on all 40 words is near
perfect (97.9%). In fact, performance increases from 20.2 to 73.5% correct
in the first 5 epochs (paired t19 5 24.5, p , .001). By contrast, original
learning improved to only 30% correct over the full course of 50 epochs.
Notice that this apparently slow original learning is actually occurring during
the most rapid rise in performance when learning the task (see Fig. 6). The
much more rapid recovery of performance after removal of connections repli-
cates the findings of Hinton and Sejnowski (1986) in retraining after cor-
rupting the weights with random noise.

The more important comparison is the relative improvement on treated
vs. untreated word sets (the circles in Fig. 8). When retraining for 50 epochs
on the 20 treated words, performance on them improves from 20.2 to 98.4%

3 For a given lesion, measuring performance requires a single (forward) pass through the
network for each of the 40 words. Retraining requires, for each of 50 epochs, 2 passes (forward
and backward) for each of the 20 retrained words, 1 (forward) pass for each of the 20 unre-
trained words, run 2 times with the word sets exchanged, plus 2 (forward and backward)
passes for each of the 40 words when retrained together, for a total of 10,000 passes.
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FIG. 8. Improvement in correct performance on the treated and untreated word sets as a
function of number of epochs of retraining on the treated word set after removing 50% of
cleanup-to-semantics connections. Results are averaged over 20 instances of such lesions and
across exchanges of the treated and untreated sets. Also included is the improvement in perfor-
mance over 50 epochs when retraining on all 40 words, and when the network was learning
the task originally and had reached the same overall level of performance (indicated by the
solid horizontal line).

correct (paired t39 5 49.2, p , .001). Concurrently, performance on the un-
treated words improves from 20.2 to 67.6% (paired t39 5 24.0, p , .001).
Thus, generalization, as measured by the ratio of improvement on the un-
treated words to improvement on the treated words, is 60.6%. That is to say,
performance on sets of 20 words improved 60.6% as much from training on
other words as it did when training on the words themselves. This magnitude
of generalization is comparable to that found by Coltheart and Byng (1989)
in their rehabilitation study of acquired dyslexic patient EE with impaired
access to semantics from orthography.

Orthography-to-intermediate lesions. A very different pattern of results
obtains after 30% lesions of the orthography-to-intermediate connections
(see Fig. 9). Although relearning all 40 words after damage is still consider-
ably faster than original learning, it is much less effective than after cleanup-
to-semantics lesions (53.9% vs. 77.6% improvement, respectively; paired t19

5 7.14, p , .001). Even though the data is averaged across 20 lesion in-
stances, considerable variability in performance over the course of recovery
is still apparent. This contrasts sharply with the smooth, rapid relearning of
all 40 words after cleanup-to-semantics lesions.
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FIG. 9. Improvement in correct performance on the treated and untreated word sets as a
function of number of epochs of retraining on the treated word set after removing 30% of
orthography-to-intermediate connections.

Perhaps even more striking is the lack of generalization from treated to
untreated word sets. While retraining on the treated words improves their
performance from 20.6 to 93.3% correct (paired t39 5 79.6, p , .001), perfor-
mance on the untreated words deteriorates slightly but not reliably: from
20.6 to 19.1% correct (22.1% generalization; paired t39 5 1.03, p . .3).
Thus, after orthography-to-intermediate lesions, retraining on a subset of the
words interferes with the performance on other words. This lack of general-
ization is not due simply to the increased variability in retraining with an
excessive learning rate. Retraining with half as large a learning rate (0.005)
produces smoother, more gradual relearning curves but still yields no gener-
alization (see Plaut, 1991).

In summary, retaining after lesions at the semantic level (cleanup-to-
semantics connections) yields rapid relearning of treated items and substan-
tial generalization to untreated items. By contrast, relearning after lesions
near orthography (orthography-to-intermediate connections) produces much
slower relearning of treated items and no generalization to untreated items.
A clue to the cause of this difference in relearning and generalization comes
from comparing the speed of relearning all 40 words vs. only 20 (treated)
words after the two types of lesion. After orthography-to-intermediate le-
sions, relearning 40 words is much slower than learning only 20 words,
whereas the opposite is true after cleanup-to-semantics lesions. This makes
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FIG. 10. Depiction of the effect of consistent vs. inconsistent weight changes on the extent
of recovery and generalization in relearning. In each condition, the small solid arrows represent
directions of weight change induced by treated words; the large solid arrow is the (vector)
sum of these smaller arrows, representing the actual weight changes administered to the net-
work. The length of this vector reflects the speed of relearning the treated words. The dotted
arrows represent directions of weight change that would be optimal for untreated words if
they were trained—to the extent that these point in the same direction as the actual weight-
change vector, retraining on the treated words will also improve performance on the untreated
words.

sense if the weight changes induced by retrained words after cleanup-to-
semantics lesions are more consistent across words than after orthography-
to-intermediate lesions. The actual weight changes administered to the net-
work after a retraining epoch are the sum of the weight changes induced by
each individual word (scaled by the learning rate). Weight changes that are
consistent across retrained words accumulate, resulting in fast learning;
weight changes that are inconsistent cancel each other out, resulting in much
slower learning.

Another way of thinking about this effect is in terms of the relationships
between different directions of movement in weight space (see Fig. 10). For
each word, there is a particular direction of weight change that would be
optimal if training solely on that word. This direction can be represented as
a vector starting from the point corresponding to the current set of weights.
Across the entire training set, words tend to have somewhat different optimal
directions, given that their input–output requirements differ. The actual
weight changes administered to the network is another vector in weight space
that is the sum of the vectors for individual words. The cosine of the angle
(proximity) between this actual weight-change vector and that for a particular
word is an approximate measure of the degree to which the weight change
will improve performance on that word. If the vectors for the set of retrained
words point in different directions, their average proximity with the vector
sum will be low, and will decrease as the number of vectors contributing to
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the sum (i.e., retrained words) increases. Thus, average performance when
relearning 20 words will be faster than when relearning 40 words. However,
if the vectors for words are consistent, the vector sum will have a high prox-
imity with each of them, as well as a large magnitude. In this case, relearning
will be rapid overall, with the more words the better.

Greater consistency of the weight-change vectors for treated words after
cleanup-to-semantic lesions than after orthography-to-intermediate lesions
also explains why generalization to untreated words occurs after the former
but not the latter. Just as for treated words, there is a direction of weight
change that would be optimal for each untreated word (i.e., that would reduce
the error on that word most rapidly; see the dotted arrows in Fig. 10). Al-
though these directions do not affect the learning process (as the words are
not presented for retraining), their relationship to the actual weight-change
vector determines the degree of generalization—the extent to which retrain-
ing on the treated items also improves performance on the untreated items.
If the directions for untreated words are similar to those for treated words,
they will also be similar to the (vector) sum of the directions for treated
words—the actual weight-change direction. Consequently, retraining will
tend to help performance on the untreated words. If the directions for un-
treated words are unrelated (orthogonal) to the actual weight-change direc-
tion, retraining on the treated words will have little if any effect on the un-
treated words.

Thus, the amount of generalization in relearning is determined by the de-
gree of consistency among the optimal weight-change directions for treated
and untreated words. But recall that words were assigned to the treated or
untreated sets arbitrarily (balancing correct performance). This means that
any nonarbitrary relationship among treated words also holds between
treated and untreated words. In particular, if the weight-change directions
among treated words tend to be consistent, the directions for treated and
untreated words also tend to be consistent. Thus, the greater consistency of
weight changes across treated words after cleanup-to-semantic lesions than
after orthography-to-intermediate lesions implies greater consistency of
these weight changes with those that would be optimal for untreated words,
and hence, greater generalization.

Why should the weight changes when relearning words be more consistent
after cleanup-to-semantics lesions than after orthography-to-intermediate le-
sions? As described above, the degree of relearning and generalization de-
pends on the consistency of the weight changes (i.e., directions of movement
in weight space) that would be optimal for individual words. Although this
is typically described in terms of the degree of overlap in the distributed
representations of words, it depends more precisely on the regularity or struc-
ture in the mapping between input and output patterns. Viewed as an abstract
task, there is no systematic structure in mapping from written (monomorphe-
mic) words to their meanings; orthographic similarity is unrelated to seman-
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tic similarity. However, when instantiated in a network, the task is broken
down by the learning procedure into a number of separate transformations
carried out by different parts of the network. These transformations constitute
‘‘subtasks’’ that may differ considerably in their degree of structure.4

Consider the relative roles of the cleanup-to-semantics connections and
the orthography-to-intermediate connections (see Fig. 5). The cleanup-to-
semantics connections serve to refine the initial semantic activity generated
by the direct pathway into the exact correct semantics of the presented word.
Since semantically similar words require similar clean-up, this subtask is
highly structured (i.e., similar inputs map to similar outputs). By contrast,
the orthography-to-intermediate connections must generate intermediate rep-
resentations that can be transformed into semantic representations by the
intermediate-to-semantics connections. The second half of this process is
facilitated to the extent that the intermediate representations for words are
semantically organized (i.e., words with similar meanings have similar inter-
mediate representations). Thus, the role of the orthography-to-intermediate
connections is to transform input patterns that are orthographically organized
into intermediate patterns that are as semantically organized as possible. Be-
cause orthographic similarity is unrelated to semantic similarity, there is little
structure in this subtask. In general, the findings suggest that the effectiveness
of relearning after a lesion reflects the degree of structure in the mapping
carried out by the lesioned connections.

Notice that, to the extent that the orthography-to-intermediate connections
succeed in generating semantically organized representations, the subtask of
the intermediate-to-semantics connections does have some structure: similar
input (intermediate) patterns tend to correspond to similar output (semantic)
patterns. Thus, under the current hypothesis, retraining after intermediate-
to-semantics lesions should give rise to an intermediate level of recovery
and generalization. Accordingly, additional data were gathered to test this
prediction.

Intermediate-to-semantics lesions. As Fig. 7 shows, lesions to 30% of the
intermediate-to-semantics connections reduces correct performance to near
20% (23.9% correct). Accordingly, the relearning procedure described above
was applied to the 20 instances of intermediate-to-semantics lesions at this
level of severity. The results are shown in Fig. 11.

When retraining after intermediate-to-semantics lesions, improvement on
the treated words improves at a rate that falls between the rates for the other
two lesion locations (see Figs. 8 and 9). For instance, after 10 epochs of

4 This characterization of the operation of the network in terms of ‘‘subtasks’’ should not be
interpreted as implying that these subtasks correspond to the separate, discrete subcomponent
processes in information-processing models (e.g., Morton & Patterson, 1980). In the network,
all of the transformations contribute simultaneously, continually, and interactively in produc-
ing behavior (see McClelland, 1987; Plaut, 1995, for discussion).
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FIG. 11. Improvement in correct performance on the treated and untreated word sets as a
function of number of epochs of retraining on the treated word set after removing 30% of
intermediate-to-semantics connections.

retraining, correct performance on the treated words is 56.5% after orthogra-
phy-to-intermediate lesions, 75.0% after intermediate-to-semantics lesions,
and 81.5% after cleanup-to-semantics lesions (pairwise comparisons: t78 5
6.53, p , .001; and t78 5 2.99, p 5 .004, respectively). The same relative
ordering holds when retraining on all 40 words (39.1, 51.9, and 87.5% cor-
rect, respectively, after 10 epochs of retraining; t38 5 3.29, p 5 .002; and
t38 5 10.1, p , .001, respectively). Finally, correct performance on the un-
treated words improves 27.0% as much when retraining on the treated words
(from 23.9 to 43.6% correct; paired t39 5 10.1, p , .001) as when retraining
on the words themselves (from 23.9 to 97.1% correct; paired t39 5 50.9, p ,
.001). This level of generalization falls between the absence of generalization
found after orthography-to-intermediate lesions (22.1%) and the consider-
able generalization found after cleanup-to-semantics lesions (60.6%; pair-
wise comparisons: t78 5 8.48, p , .001; and t78 5 9.95, p , .001, respec-
tively). Thus, as predicted, relearning after lesions to a set of connections
that perform a mapping with an intermediate level of structure gives rise to
an intermediate degree of relearning and generalization.

The learning curve for the untreated words shows a slight effect of over-
learning: once performance on the treated set reaches a certain point (at
about epoch 30), continued retraining on this set begins to degrade the previ-
ous recovery of performance on the untreated set. This effect is also present
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when retraining after orthography-to-intermediate lesions, beginning at an
earlier point in recovery (about epoch 10; see Fig. 9), although the initial
improvement on untreated words is small to begin with. Even though over-
learning is not a serious problem in the current context, after only 50 epochs
of retraining, it would become increasingly deleterious if training were con-
tinued indefinitely. More generally, overlearning is a standard problem when
the information in the available training examples underconstrains the pa-
rameters of an optimization procedure, such as learning in a connectionist
network. An operational approach for preventing overlearning, known as
cross-validation (Morgan & Bourlard, 1990), is to observe performance on
a set of examples drawn from the same task as the trained examples but not
actually used directly in learning. Training is halted when performance on
the untrained set peaks. Cross-validation may be a useful technique in patient
therapy if the goal is to maximize overall performance within an entire do-
main rather than performance solely on the treated items.

Distribution of weight changes. An important issue that remains to be
addressed concerns the nature of the changes in the network that underlie
recovery. Traditional theorizing in cognitive neuropsychology often assumes
that the effects of damage on the operation of the cognitive system are ‘‘lo-
cal,’’ in that only the damaged component is affected—the rest of the system
continues to operate normally (see Farah, 1994, and the accompanying com-
mentaries). A fully adequate consideration of the effects of damage must
incorporate reasonable assumptions about the nature of the changes in the
system that occur after the damage. The current analysis considers whether
changes in the functionality of a network during retraining are restricted to
the locations of damage. Specifically, is the effect of retraining to reestablish
the mapping at the lesioned location by adjusting only the weights on the
remaining connections at that location, or does it produce changes throughout
the network that compensate for the effects of damage? A similar question
arises in the interpretation of recovery in patients: Are improvements in per-
formance due to the reestablishment of the normal function of the damaged
location, or are other parts of the system adjusting to compensate for the
damage? Note that this is a somewhat different issue from whether, and
under what conditions, the goal of therapy should be to teach alternative,
compensatory strategies for coping with cognitive deficits, rather than to at-
tempt to remediate the impaired process itself (see Wilson, 1989, for discus-
sion).

To investigate the basis of recovery in the network, the amount of change
in the weights at each location in the network was calculated when retraining
after each type of lesion. Figure 12 shows, for each location within the net-
work, the average amount that each weight at that location changed when
retraining on the 20 treated words, as a function of the location of lesion.
The most general finding is that, regardless of lesion location, all of the
remaining connections in the network, including those far removed from the
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FIG. 12. The average weight change per connection for different sets of connections when
relearning the treated words after various types of lesion.

lesion, adjust their weights to some degree to compensate for the effects of
the damage. Thus, the network is not simply reestablishing the impaired
mapping; ‘‘normal’’ portions of the network are changing their function
somewhat to improve the performance of the network as a whole.

Overall, the amount of weight changes during relearning depends on the
location of lesion (F2,117 5 158.6, p , .001). Weights change an average of
0.123 after 30% orthography-to-intermediate lesions, but only 0.086 after
50% cleanup-to-semantics lesions. Furthermore, different sets of weights
change more than others (F3,351 5 3698, p , .001). Orthography-to-interme-
diate weights change most (mean 0.176) while cleanup-to-semantics weights
change least (mean 0.055). There is, in addition, a significant interaction of
the effects of lesion location and weight location on the amount of weight
change (F6,351 5 683.0, p , .001). Thus, the location of lesion does affect
the distribution of weight changes throughout the network that occur during
relearning. In general, the form of this interaction is that the location of
weight changes is biased toward the location of lesion. For instance, as can
be seen in Fig. 12, when relearning after orthography-to-intermediate lesions,
the weights on the remaining connections at the lesion site change much
more than they do when relearning after the other lesions. This is also true
after cleanup-to-semantics lesions, although not to the same extent. Thus,
the lesioned location does take on a disproportionate amount of the weight
changes during relearning, but the remaining portions of the network also
compensate to reduce the behavioral impairment due to damage.



56 DAVID C. PLAUT

Summary

A network was trained to map from the written forms of words to their
meanings. When retrained after damage, the degree to which the network
relearned the treated words, and showed generalization to untreated words,
depended on the location of the damage. For lesions at the level of semantics,
the network showed rapid relearning and substantial generalization; for le-
sions near orthography, the network showed much slower relearning and no
generalization. Lesions to an intermediate location produced intermediate
results.

The findings suggest that the effectiveness of relearning after a lesion re-
flects the degree of structure in the mapping carried out by the lesioned con-
nections. However, relearning does not simply reestablish the function of
the damaged location. Although there is a general bias toward changing
weights at the location of lesion, the undamaged parts of the network also
change their weights to varying degrees to compensate for the effects of
damage.

As reviewed earlier, studies of cognitive rehabilitation of acquired dyslex-
ics in the domain of reading (or writing) via meaning have demonstrated
considerable relearning of treated items and (often) improvement on un-
treated but related items. Relearning after lesions to a network that operates
in the same domain results in similar qualitative effects, although the magni-
tude of the effects depends on the particular location of damage. Thus at a
general level, the cause of rapid relearning and generalization in the net-
work—distributed representations and structure in subtasks—may provide
an explanation for the nature of recovery in these patients.

At a more specific level, the finding that the extent of relearning depends
on the location of damage may provide an explanation for why only some
patients show substantial recovery and generalization. The simulation results
suggest that a patient with a functional impairment close to or within seman-
tics should show considerable generalization, while one with an impairment
close to orthography should show little or none. Conversely, the degree of
generalization observed in a patient can be used to predict the fine-grained
location of their functional impairment within the semantic route. These im-
plications are developed more fully under General Discussion.

EXPERIMENT 2: SELECTING TREATED ITEMS TO MAXIMIZE
GENERALIZATION

Ideally, an understanding of the impairment in a particular patient should
lead to the design of a rehabilitation strategy that maximizes recovery. A
potential benefit of connectionist modeling in neuropsychological rehabilita-
tion is that it can provide a framework for investigating the relative effective-
ness of alternative rehabilitation strategies. The first experiment investigated
the effect of lesion location and severity, which are not under the control of
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the therapist. One aspect of a retraining simulation that is under experimental
control, and that might influence the nature of recovery, is the selection of
items for treatment. This selection was done randomly in the first experiment,
subject to the constraint that correct performance on the treated and untreated
word sets was balanced. It seems reasonable to suppose, however, that re-
training on particular subsets of words might lead to greater recovery. Max-
imizing generalization is particularly important in this regard, as improve-
ment on only the treated items may be of limited usefulness to the patient
(but see Hillis, 1993).

The first experiment demonstrated that the amount of generalization ob-
served when retraining after a lesion is strongly influenced by the regularity
or structure of the mapping carried out by the lesioned part of the network.
In a network that maps orthography to semantics, this structure corresponds
to the degree to which word representations over a set of units are semanti-
cally organized. The findings suggests a strategy of selecting treated words
on the basis of the nature of their semantic representations. Specifically, a
set of treated words should produce good generalization if, collectively, they
provide a good estimate of the relevant semantic structure of the entire set
of words.

An important aspect of the structure of semantic representations, at least
of nouns, is that they are organized into categories. Furthermore, relative to
this category structure, a critical semantic variable is typicality—how close
a concept is to the central tendency of its category (Rosch, 1975). For in-
stance, a robin is highly typical among birds, an eagle is less typical, and a
penguin is highly atypical. The current experiment tests the hypothesis that
the degree of generalization produced by retraining is influenced by the rela-
tive typicality of the treated words.

The question is, is it better to retrain on typical or atypical words? A
natural intuition is that relearning the central tendency of a category—that
is, retraining on typical words—should lead to the greatest generalization
to other words in the category. The results of the experiment, however, show
the opposite: retraining on words that are somewhat atypical of their semantic
category leads to greater generalization than retraining on more typical
words. The reason, put briefly, is that atypical words collectively convey
more information on the overall structure of the category—specifically, on
how semantic properties can vary across category members—while still pro-
viding a good approximation of the central tendency of the category.

Unfortunately, the training set in Experiment 1 contains only eight words
in each of five categories, which is too limited to allow a reasonable investi-
gation of this effect (see Plaut, 1991, for results and discussion). Accord-
ingly, the current experiment involves training a new network on a more
artificial version of the task of reading via meaning, in which it is possible
to have greater control over the relationships among the semantic representa-
tions of words.
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FIG. 13. A depiction of the relationship in semantic space between the prototype of a cate-
gory and typical vs. atypical exemplars in that category.

Method

Network architecture and task definition. The architecture of the network has the same
general structure as the network from the first experiment (see Fig. 5). The direct pathway
maps orthography to semantics via 40 intermediate units, and the semantic units reciprocally
interact with 60 clean-up units. The differences are that, in the current network, there are only
20 orthographic units (compared with 32), 50 semantic units (compared with 68), and 50%
of the possible connections between groups of units are included (compared with 25%).

The task that the network is trained on does not directly correspond to mapping from written
words to their meanings. Rather, it is an artificial task that captures some of the important
statistical properties of the real task—namely, that orthographic similarity is unrelated to se-
mantic similarity, and that semantic representations have a category structure.

The training set consists of 100 artificial ‘‘words.’’ Each word was arbitrarily assigned an
orthographic representation consisting of a random binary pattern over 20 orthographic fea-
tures, such that each feature has a probability p 5 0.2 of being active. To generate semantic
representations for the words, a single semantic prototype was created by randomly setting
each of 50 semantic features to be active with probability p 5 0.2. The representations for
individual words were then generated by randomly changing some of the features of the proto-
type (Chauvin, 1988). The degree of typicality of a word is reflected in the number of features
that its representation differs from the prototype—typical words share most of the features
of the prototype, while atypical words share far fewer. To implement this, two sets of 50 word
meanings were generated from the prototype using different levels of random distortion. The
typical set consisted of instances produced by a small distortion of the prototype—each seman-
tic feature had a probability d 5 0.1 of being randomly regenerated (with p 5 0.2). The
atypical set consisted of instances generated using a large distortion (d 5 0.5). Geometrically,
if the prototype corresponds to a particular point in the space of semantic representations, the
typical words are points that are near the prototype, while the atypical words are farther away
(see Fig. 13).

Training procedure. As in Experiment 1, the network was trained with back-propagation
through time to generate the correct semantic representation of each word over the last three
of eight iterations when presented with its orthographic representation. A somewhat lower
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learning rate (0.002) was used to compensate for the greater number of words in the training
set. Also, as no specific comparison between original vs. retrained learning is needed, weight
changes were subject to momentum (0.9) to speed the convergence of learning. Training was
halted when the network succeeded in activating the semantic units to within 0.1 of their
correct values over the last three iterations.

Lesioning and retraining procedures. After training, the network was lesioned by removing
some randomly-selected proportion of the connections between two groups of units. The results
reported below are based on lesions of 25% of the intermediate-to-semantics connections.
This lesion location was selected because it produced an intermediate amount generalization
in the first experiment (27.0%), providing a clear opportunity for the composition of the treated
set to have either a positive or a negative impact on generalization.

The retraining procedure was designed to test the amount of generalization in retraining as
a function of the typicality of both the treated and untreated sets. After each lesion, perfor-
mance on all 100 words was measured. A presented word was considered correct if the seman-
tics generated by the network had a higher proximity (normalized dot product) to the correct
semantics for the word than to the semantics for any other word. Based on this initial perfor-
mance, the typical and atypical word sets were each divided in half, balancing for correct
performance. The lesioned network was then retrained for 50 epochs, either on half of the
typical words or on half of the atypical words (25 words). During retraining, improvement
in correct performance was measured on this treated set as well as on two untreated sets: the
remaining words of the same type (typical or atypical) and all of the words of the other type.
Each half of each group in turn served as the treated set for retraining (reinitializing the weight
each time). In this way, the retraining procedure was able to measure the generalization to
both typical and atypical words when retraining on either typical or atypical words.

Results and Discussion

Seventy instances of 25% lesions to the intermediate-to-semantics connec-
tions reduces overall performance to 35.6% correct on average. Interestingly,
lesions impair performance on typical words more than on atypical words
(23.8% vs. 47.5% correct, respectively; F1,69 5 355.7, p , .001). This is
largely due to the use of a best-match procedure to measure correct perfor-
mance—typical words have more close competitors than atypical words. The
network has to be more accurate in generating the semantics of typical words
to distinguish them from other typical words, whereas atypical words are
easier to distinguish. On the other hand, the network relearns typical words
better than atypical words. Retraining on typical words for 50 epochs im-
proves their performance 65.7% (in absolute terms), whereas performance
on atypical words improve only 51.6% (F1,69 5 105.9, p , .001).

The more important issue is the nature of recovery among untreated words.
Overall, typical words account for most of the improvement among untreated
words (15.4% vs. 1.4%; F1,69 5 113.7, p , .001). These numbers are mis-
leading, however, as there is a strong interaction with the type of the treated
set (F1,69 5 104.6, p , .001). Improvement among untreated typical words is
substantial regardless of whether the treated set is typical (12.5%) or atypical
(18.4%). Untreated atypical words, however, improve only when the treated
set is also atypical (10.0%); performance on these words actually decreases
when retraining on typical words (27.2%). This interaction is also clear in
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FIG. 14. Generalization from retraining after lesions of 25% of the intermediate-to-semantics
connections, as a function of the semantic typicality of the treated and untreated sets.

the average rates of generalization (i.e., ratio of untreated to treated improve-
ment in correct performance) as a function of the semantic typicality of the
treated and untreated sets (see Fig. 14). Thus, over all types of untreated
words, retraining on atypical words produces greater generalization than
does retraining on typical words (22.6% vs. 1.1%, F1,69 5 337.4, p , .001).

Why does retraining on atypical words produce generalization to typical
words, but not vice versa? Earlier it was argued that generalization depends
on the extent to which the treated words provide a good estimate of the
relevant (semantic) structure for the entire words set. Typical words accu-
rately estimate the central tendency of a category, but provide little informa-
tion about the ways in which category members can vary. By contrast, each
atypical word indicates a number of ways (i.e., semantic features) in which
members can differ from the prototype and yet still belong to the category.
Collectively, the semantic representations of atypical words cover more of
the features needed by the entire set of words than do the representations
of typical words. Thus, retraining on atypical words provides much clearer
information about variation within the category. At the same time, the aver-
age affects of retraining on atypical words provides a reasonable estimate
of the central tendency of the category, and thus, produces generalization to
typical words (see, e.g., Posner & Keele, 1968, for similar findings in human
category learning). By analogy, among a random cluster of points, the aver-
age of the outliers may be quite near the central points, but the average of
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the central points is still quite far from the outliers (see Fig. 13). This effect
is diminished as the dimensionality of the representations is increased. It is
enhanced, however, to the extent that the distribution of atypical words is
evenly distributed in all directions from the prototype. Individual words may
be quite different from the prototype along some dimensions, but as long as
there are other words that collectively are equally different in the opposite
direction, the average for the atypical words will still be close to the typical
words. Thus, retraining on atypical words can produce generalization among
both typical and atypical words.

Summary

A network was trained on an artificial version of the task of reading via
meaning, in which words varied in the typicality of their semantic representa-
tions. After damage, retraining on words with atypical semantics produced
greater overall generalization than did retraining on more typical words.
More specifically, retraining on atypical words improves performance on all
types of untreated words, whereas retraining on typical words generalized
only to other typical words; performance on atypical words deteriorated in
this condition. This finding arises because atypical words provide a better
estimate of both the central tendency and the variation within the category
along each semantic dimension, whereas typical words provide information
only about the central tendency. In order for the effect to hold, however, the
argument implies that the atypical words cannot be too atypical—they must
collectively cover the range of variation in the category while still being
balanced around its central tendency. The implications of these results for
the design of patient rehabilitation are elaborated under General Discussion.

EXPERIMENT 3: CHANGES IN ERROR PATTERN
DURING RELEARNING

The first two experiments demonstrate that retraining a damaged connec-
tionist network that maps orthography to semantics can give rise to similar
improvements in correct performance on treated and untreated words as have
been found in rehabilitation studies with acquired dyslexic patients. Correct
performance, however, is a rather coarse characterization of reading behav-
ior. Much of the progress in the study of acquired dyslexia within cognitive
neuropsychology has come from detailed analysis of the patterns of errors
produced by patients—that is, how various psycholinguistic variables, such
as word frequency, orthographic neighborhood, spelling-sound consistency,
part-of-speech, and concreteness or imageability, affect the likelihood and
nature of incorrect responses. For example, some of the strongest empirical
support for the separation of semantic and phonological routes in word read-
ing comes from Marshall and Newcomb’s (1966, 1973) original distinction
between the error patterns in surface vs. deep dyslexia. Furthermore, many



62 DAVID C. PLAUT

of the claims for the usefulness of connectionist modeling in neuropsychol-
ogy have been based on the ability of these networks to provide natural
accounts for otherwise counterintuitive combinations of symptoms, includ-
ing diverse error patterns (Hinton & Shallice, 1991; Plaut & Shallice, 1993a).
Thus, error patterns have played a central role in the development of neuro-
psychological theories and in evaluating connectionist models of impaired
cognitive processes. For this reason, it is important to determine the extent
that the current connectionist approach to rehabilitation of acquired dyslexia
can account for the changes in the patterns of errors produced by patients
over the course of recovery.

The current experiment investigates the effects of retraining on the pattern
of errors produced after damage to the network developed in Experiment 1.
It might seem most natural to compare these effects with the nature of the
errors produced by the patients in the rehabilitation studies reviewed ear-
lier—primarily surface dyslexic and dysgraphic patients. A number of con-
siderations, however, make such comparisons inappropriate. Recall that the
orthography-to-semantics network constitutes only part of the full frame-
work for lexical processing, as shown in Fig. 1. That framework has both a
semantic and a phonological route for pronouncing written words. The sur-
face dyslexic patients in the rehabilitation studies (e.g., Coltheart & Byng,
1989) are assumed to have damage primarily to the semantic route—specifi-
cally, in accessing semantics from orthography. The remaining parts of the
system are thought to be relatively intact. Given this, and the fact that the
therapy was designed specifically to reestablish the orthography-to-seman-
tics pathway, the nature of recovery in these patients is assumed to reflect
the properties of relearning in this pathway alone. Thus, it makes sense to
model this recovery process by retraining a damaged network that only maps
orthography to semantics.

Notice, however, that this argument does not apply when attempting to
account for the nature of the patients’ error responses. This is because, unlike
the network, the patients also have a phonological route available to them
for pronouncing words. In fact, most theories ascribe the central characteris-
tics of surface dyslexia—regularization of low-frequency exception words—
to the operation of the phonological route, either in normal operation when
isolated from semantics (Coltheart et al., 1993; Plaut, Behrmann, Patterson &
McClelland, 1993; Plaut et al., in press) or after partial damage (Patterson
et al., 1990; Shallice & McCarthy, 1985). For this reason, it would be inap-
propriate to use an implementation of an isolated semantic route to model
the pattern of errors in surface dyslexia and its change over the course of
rehabilitation.

Rather, it makes more sense to use relearning in the network to model
changes in the error pattern of patients who read solely (or at least primarily)
by the semantic route: deep and phonological dyslexic patients. Deep dys-
lexic patients make a wide range of types of errors in oral reading (see
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Coltheart et al., 1980): semantic (e.g., CAT→‘‘dog’’), visual (e.g., CAT→
‘‘mat’’), mixed visual-and-semantic (e.g., CAT→‘‘rat’’), visual-then-seman-
tic (e.g., CAT→‘‘floor’’ via mat), morphological (e.g., CAT→‘‘cats’’), as well
as unrelated errors (e.g., CAT→‘‘mug’’). They make virtually no nonword
responses to words (literal paraphasias), although they may frequently fail to
respond at all (omissions). Note that morphological errors can be considered
special cases of mixed visual-and-semantic errors (Funnell, 1987). Phono-
logical dyslexic patients, on the other hand, do not make semantic errors,
although they can be quite similar to deep dyslexic patients in other respects.
In fact, Glosser and Friedman (1990; Friedman, 1996, also see Newcombe &
Marshall, 1980) argue that deep and phonological dyslexic patients fall on
a continuum of severity of impairment, with deep dyslexia at the most severe
end.

Most rehabilitation studies with deep/phonological dyslexic patients, un-
derstandably, have focused on reestablishing the severely impaired phono-
logical route (e.g., Berndt, 1991; Berndt & Mitchum, 1994; de Partz, 1986;
Hillis, 1990). As stated above, such changes fall outside the purview of the
current implemented network. Thus, we will confine ourselves to a consider-
ation of changes in the patterns of errors that occur without specific therapeu-
tic intervention.

Two specific phenomena are addressed. The first concerns the nature of
the onset of deep dyslexia. There is some evidence that the characteristics
of deep dyslexia, including the occurrence of semantic errors, may emerge
only after some initial period of recovery. Earlier on, the patient is likely to
be globally aphasic, making very few overt responses. This seems to have
been true of GR (Marshall & Newcombe, 1966) and KF (Shallice & War-
rington, 1980), although only tentative conclusions are warranted because,
as is generally true, there is only very limited clinical information available
on the patients’ initial post-morbid behavior.

The second phenomenon to be addressed is the observation that deep dys-
lexia can eventually resolve into phonological dyslexia. Friedman (1996, also
see Klein, Behrmann, & Doctor, 1994) has argued that the symptoms in
deep dyslexia resolve in a particular order over the course of recovery. The
occurrence of semantic errors is the first symptom to resolve, followed by
the concreteness effect, then the part-of-speech effect, then the visual and
morphological errors, and only lastly, the impaired nonword reading. A simi-
lar pattern of recovery has been documented in deep dysphasic patients, who
make semantic errors in repetition (Martin, Dell, & Schwartz, 1994; Martin,
Saffran, & Dell, 1996).

The following experiment tests whether relearning after lesions to a net-
work that maps orthography to semantics can account for changes in the
error pattern of deep dyslexia at its onset and at its resolution into phonologi-
cal dyslexia. The form of the network embodies an implicit assumption that
the recovery in the patients under these two conditions does not involve
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improvements in the phonological route. If the network is unable to account
for the data, it may be that this assumption is incorrect and that the phonologi-
cal route makes a significant contribution to the changing error patterns of
the patients.

Method

The current experiment uses the same trained network, lesioning procedure, and retraining
procedure as the first experiment. As reported there, the lesioned network produces a response
if the proximity between the generated semantics and the defined semantics for some word
is at least 0.8, and the next-best match is at least 0.05 worse. If these criteria are not satisfied
by the semantics of any word, the network is considered to have failed to respond—it produces
an omission. Otherwise, the best-matching word is taken as the response. If this word matches
the one presented as input, the network responds correctly; otherwise it produces an explicit
error. Notice that the network can be incorrect either by producing an incorrect response or
by failing to respond at all.

Error responses were categorized in terms of their visual and semantic similarity with the
stimulus word. Following Hinton and Shallice (1991), a response was considered to be visually
similar to a stimulus if they overlap in at least one letter, and semantically similar if they
come from the same semantic category. Typically, in neuropsychological testing, words must
share 50% of the letters ‘‘in some semblance of correct order’’ (Morton & Patterson, 1980,
p. 103) to be considered visually similar. A somewhat more lenient criterion was adopted for
the network because most of the words it was trained on contain only three letters. As a
consequence, the chance rate of visual similarity across all possible stimulus-response pairs
is exaggerated for the network compared with the patients. To compensate for this, only the
relative rates of different error types will be considered. With regard to semantic similarity,
the semantic representations of words from the same category have, on average, higher proxim-
ity than words from different categories (Plaut and Shallice, 1993a).

Given these definitions for visual and semantic similarity, all possible errors can be catego-
rized into one of four types: visual (but not semantic), semantic (but not visual), mixed visual-
and-semantic, and unrelated (neither visual nor semantic). The chance rates of these error
types, across all pairings of stimuli and responses from the word set, are 29.9% visual errors,
11.8% semantic errors, 6.2% mixed errors, and 52.2% unrelated errors.

Results and Discussion

Figure 15 shows the distributions of error rates produced by the network
after 20 instances of 30% orthography-to-intermediate lesions, 30% interme-
diate-to-semantics lesions, and 50% cleanup-to-semantics lesions, before any
retraining. Also shown for comparison purposes is the chance distribution
of errors. Only the relative rates of this distribution are informative. As it
shows, over half of the network’s error responses would be unrelated if its
responses were generated randomly. After each type of lesion, however, the
rates of visual errors and semantic errors, relative to the rates of related er-
rors, are greater than predicted by the chance distribution. Thus, visual and
semantic similarity are having a significant effect on the errors produced by
the network. Furthermore, the rates of mixed visual-and-semantic errors after
each type of lesion are greater than would be expected if visual errors and
semantic errors were caused by two independent processes (Shallice &
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FIG. 15. Rates of visual, semantic, mixed visual-and-semantic, and unrelated errors, after
30% orthography-to-intermediate lesions, 30% intermediate-to-semantics lesions, and 50%
cleanup-to-semantics lesions. Results are averaged over 20 instances of each lesion type. These
absolute error rates must be judged relative to the ‘‘Chance’’ distribution of error rates that
would arise if responses were chosen randomly from the word set. The absolute height of the
Chance distribution is set arbitrarily—only the relative rates are informative.

McGill, 1978). Thus, the network shows a particular bias toward producing
mixed visual-and-semantic errors when damaged. These findings replicate
those of Hinton and Shalice (1991) and correspond to the basic error pattern
of deep dyslexia.

It should be pointed that the absolute error rates produced by the network
are significantly lower than those of most deep dyslexic patients. This dis-
crepancy may be due in part to inadequacies of the use of response criteria
as a substitute for an actual output network, and in part to limitations in
the scale of the simulation—specifically, the limited number of visual and
semantic competitors for each word (see Plaut & Shallice, 1993a, for discus-
sion). In spite of this limitation in the quantitative adequacy of the network,
it is still useful to study the qualitative changes in the distribution of error
types when it is retrained after damage.

Onset of deep dyslexia. The first issue to be addressed is the gradual onset
of the deep dyslexic error pattern from an initial state in which very few
overt responses are produced. To model this situation, the network was re-
trained after a very severe type of lesion: 70% of intermediate-to-semantics
connections. This lesion condition was selected because it produces the
greatest impairment of all those studied, reducing correct performance to
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FIG. 16. The distribution of error types over all words during relearning on 20 words after
lesions of 70% of the intermediate-to-semantics connections. The dark line indicates the overall
error rate which is broken down into visual, semantic, mixed visual-and-semantic, and unre-
lated errors as shown below it.

1.2% on average (see Fig. 7). In addition, the network produces overt errors
to only 1.4% of word presentations; a full 98.5% of presentations yield no
response.

To approximate the nature of recovery without specific intervention, the
network was retrained on only half of the 40 words, although improvement
in performance and changes in error pattern were calculated across all of the
words. Furthermore, given the relatively low absolute error rates produced
after lesions, results are averaged over a total of 60 instances of lesions as
well as exchanges of the treated and untreated words.

After 50 epochs of retraining on the treated words, overall performance
improved from 1.2 to 18.2% correct on average (paired t119 5 27.5, p ,
.001). Figure 16 shows the distribution of error types over the course of this
retraining. In the figure, the error types are stacked on top of each other; the
top line indicates the total error rate which is broken down into the four
types of errors as shown below it. The most important effect is that the overall
explicit error rate increases as a result of retraining: from 1.4 to 5.5% of
word presentations at epoch 50 (paired t119 5 10.9, p , .001) and as high
as 6.0% at epoch 38. Thus, one consequence of relearning is to make the
network more likely to produce any type of overt response, either correct or
incorrect, rather than producing an omission.

Among error responses, the greatest proportional increases are among er-
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rors with a semantic component. Mixed visual-and-semantic errors increase
to 8.4 times their initial rate (from 0.104 to 0.875%; paired t119 5 5.13, p ,
.001); the rate of semantic errors increases 4.1 times (from 0.625% to 2.56%;
paired t119 5 7.91, p , .001). By contrast, visual errors increase to only 2.8
times their initial rates (from 0.438 to 1.23%; paired t119 5 4.13, p , .001)
and unrelated errors increase only 3.5 times (from 0.250 to 0.875%; paired
t119 5 3.91, p , .001; increase in semantic vs. unrelated errors; paired
t119 5 4.48, p , .001). Thus, the error pattern that emerges after retraining
corresponds to the standard pattern found in deep dyslexia: a substantial
number of semantic and mixed visual-and-semantic errors that co-occur with
visual errors.

To test the generality of the results, the same procedure was applied to the
network after 70% orthography-to-intermediate lesions. As in Experiment 1,
the network has more difficulty recovering after these lesions than after 70%
intermediate-to-semantics lesions. Fifty epochs of retraining on the treated
words improved performance from 1.38% to only 10.5% correct on all 40
words (paired t119 5 19.0, p , .001). In contrast to the above results, the
concurrent increase in explicit error rates is not reliable (from 9.21 to 10.6%;
paired t119 5 1.58, p 5 .116). However, if error types are considered sepa-
rately, there are reliable increases in the rates of semantic errors (from 1.63
to 2.17%; paired t119 5 2.01, p 5 .047) and mixed visual-and-semantic errors
(from 0.83 to 1.56%; paired t119 5 3.20, p 5 .002). By contrast, visual error
rates do not increase reliably (from 3.50 to 4.27%; paired t119 5 1.62, p 5
.107) and unrelated errors show a trend toward decreasing (from 3.25 to
2.58%; paired t119 5 1.67, p 5 .097). Thus, retraining after 70% orthography-
to-intermediate lesions produces the same general effects on the pattern of
errors as retraining after intermediate-to-semantics lesions of equivalent se-
verity, except that the overall error rate does not increase.

In summary, retraining after severe intermediate-to-semantics lesions
changes the error pattern of the network from one in which virtually all word
presentations produce omissions, to one in which correct performance has
improved considerably and the rates of explicit errors have increased, partic-
ularly among those semantically related to the stimulus. Broadly similar re-
sults obtain after orthography-to-semantic lesions. This relearning after se-
vere lesions approximates the onset of deep dyslexia from an initial global
aphasia.

Resolution of deep dyslexia into phonological dyslexia. The second issue
investigated is the observation that deep dyslexia occasionally resolves into
phonological dyslexia. For the present purposes, this transition can be opera-
tionalized in terms of the finding that, over the course of recovery, semantic
errors are the first type of error to drop out. The resulting pattern of behavior,
involving visual, mixed, and unrelated errors along with a reasonable level
of correct performance, approximates phonological dyslexia in the current
context.
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FIG. 17. The distribution of error types over all words during relearning on 20 words after
lesions of 30% of the intermediate-to-semantics connections. The dark line indicates the overall
error rate which is broken down into visual, semantic, mixed visual-and-semantic, and unre-
lated errors as shown below it.

To investigate whether the network exhibits a similar transition in recov-
ery, it was retrained after 30% lesions to either the orthography-to-intermedi-
ate or intermediate-to-semantics connections. These locations and severities
were chosen because they were studied in detail in Experiment 1 and they
give rise to substantial rates of explicit errors (see Fig. 15). To ensure that
overall correct performance improves to a reasonable level, all 40 words
were presented to the network during retraining. Again, results were aver-
aged over 60 instances of lesions to provide reasonable estimates of the rates
of each type of error.

Considering 30% intermediate-to-semantics lesions first, over the course
of 50 epochs of retraining, performance on the 40 words improves from 24.5
to 92.7% correct (paired t59 5 54.0, p , .001).5 Concurrently, explicit error
responses are virtually eliminated, dropping from 2.25 to 0.06% of all word
presentations (paired t59 5 7.82, p , .001). Figure 17 shows the distribution
of error types over the course of this relearning. Rather than semantic errors
being the first to drop out, visual and unrelated errors are eliminated earliest,
between epochs 15 and 30. Semantic and mixed visual-and-semantic errors
are eliminated only at the very end of retraining. Thus, the changes in the
pattern of errors produced by the network in recovery to near normal levels

5 This numbers are slightly different than those found in Experiment 1 (see Fig. 11) because
different specific lesion instances were administered.
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of correct performance fails to replicate the observed transition from deep
to phonological dyslexia in patients.

Similar results obtained when retraining after 30% orthography-to-inter-
mediate lesions. Overall correct performance improves from 19.1 to 75.3%
(paired t59 5 51.0, p , .001) while explicit error rates drop from 8.42 to
1.33% (paired t59 5 13.0, p , .001). Over the course of this recovery, the
rate of visual errors drops much faster than that of semantic errors. For in-
stance, after 20 epochs of retraining, the visual error rate has dropped 73.8%
of its original value on average (from 3.67 to 0.96%; paired t59 5 7.67, p ,
.001). By contrast, the semantic error rate has dropped only 38.3% (from
1.96 to 1.21%; paired t59 5 2.33, p 5 .023; visual vs. semantic: paired t59

5 4.96, p , .001). Thus, it is not the case that semantic errors are eliminated
before visual errors during retraining.

This discrepancy between the network and the patients can be understood
if recovery in the patients involves more than relearning in the semantic route
alone. In particular, the findings suggest that, within the current approach, the
transition from deep dyslexia to phonological dyslexia must also involve
some improvement in the operation of the phonological route (or in phonol-
ogy itself). Such improvement would lead naturally to a greater reduction
in semantic errors relative to other types of error because even partial correct
phonological information about the stimulus would be sufficient to rule out
most semantic errors (Newcombe & Marshall, 1980). For example, any in-
formation about the pronunciation of CAT is sufficient to disqualify ‘‘dog’’
as an appropriate response. By contrast, visual and mixed visual-and-seman-
tic errors would be more difficult to detect on the basis of partial operation
of the phonological route, as words that are visually similar also tend to be
phonologically similar.

One clear indicator of the operation of the phonological route is the ability
to read pronounceable nonwords, as such items cannot be read via semantics.
Thus, the above explanation is supported by the observation that, for many
deep/phonological patients, as their rates of semantic errors dropped to near
zero, their nonword reading performance improved. For example, on initial
testing, patient GR (Glosser & Friedman, 1990) made 11% semantic errors
and read correctly 5% (1/20) of nonwords. Seven months later, he made no
purely semantic errors (although 3% were visual-and-semantic); concur-
rently, his nonword reading had improved to 44% (22/50). Similar results
have been found with a number of other patients (e.g., DV, Glosser & Fried-
man, 1990; EG, Laine, Niemi, & Marttila, 1990; see Friedman, 1996, for
further discussion). Consideration of a possible exception (RL, Klein et al.,
1994) will be postponed to the General Discussion.

Summary

The current experiment tests whether a network that maps orthography to
semantics can account for changes in the pattern of errors made by patients
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over the course of recovery. Two specific phenomena are considered. The
first is that the deep dyslexic error pattern often emerges only after some
recovery from an initial state in which very few overt response are made.
In the network, retraining after severe lesions produces a similar effect: rates
of correct and error responses increase relative to omissions, with the re-
sulting error pattern exhibiting the main characteristics of deep dyslexia.

The second phenomenon addressed in the current experiment is the finding
that deep dyslexia occasionally resolves into phonological dyslexia, as pa-
tients gradually stop making semantic errors. However, retraining the net-
work fails to produce the change in error pattern from deep to phonological
dyslexia. Specifically, in the network, visual errors drop out before semantic
errors, which is the opposite of what is found in the patients. The limitations
of the network on its own lead to the interpretation that recovery in these
patients involves relearning in the phonological route as well as in the seman-
tic route.

GENERAL DISCUSSION

Theoretical analyses of cognitive impairments following brain damage
should lead to the design of more effective strategies for rehabilitation.
Within cognitive neuropsychology, such impairments have traditionally been
described in terms of lesions to one or more components within a ‘‘box-
and-arrow’’ information-processing diagram of the cognitive system. How-
ever, as a number of authors have pointed out (e.g., Basso, 1989; Caramazza,
1989; Hillis, 1993; Wilson & Patterson, 1990), identifying which compo-
nents are damaged in a particular patient is only the start of a specification
of how best to remediate the patient’s cognitive abilities. As Hillis (1993,
p. 24) puts it,

A theory concerning the normal cognitive processes underlying language tasks, and
an hypothesis about each patient’s level of breakdown, are necessary, but not suffi-
cient, for specification of a rational treatment programme. What is needed in addition
is a theory of intervention—how the damaged system is modified in response to a
specific intervention. . . . The essential components of a theory of intervention would
include: (1) detailed analysis of both the pre-therapy and the post-therapy damaged
states of the cognitive system in each treated patient and the relationship between
these two states; (2) articulation of how the change from one state to the other oc-
curred . . . and (3) determination of the characteristics of the patient and the patient’s
brain damage that are relevant to treatment outcomes.

Unfortunately, traditional theorizing within cognitive neuropsychology
seems to provide little guidance in these matters. Relatively few attempts
have been made to specify the actual representations and processes that un-
derlie each component’s operation (Seidenberg, 1988). Furthermore, the
box-and-arrow framework provides only a very coarse characterization of
the effects of brain damage: a component may be spared or eliminated, but
the possibility of partial damage is ill defined (Allport, 1985; Wilson & Pat-
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terson, 1990). Finally, little attention is paid typically to how the system
learns, either normally or after damage.

Connectionist modeling offers specific hypotheses about the nature of the
representations and computations that underlie cognitive processes, as well
as how these processes are learned through experience and how they are
affected by brain damage. The current work attempts to extend the relevance
of connectionist modeling in neuropsychology one step further, to contribute
to a theory of rehabilitation—as outlined by Hillis above—based on analyses
of relearning in damaged networks. To this end, three simulation experiments
were carried out in the domain of reading via meaning. The first two address
a central issue in rehabilitation studies: What factors influence the degree of
recovery and generalization observed in a patient? The factors investigated
were the specific location of lesion within the system, and the nature of the
set of items presented during treatment. The third experiment attempted to
provide further constraints on the nature of recovery by comparing the
changes in the patterns of errors produced by patients and by the network
when relearning.

Relearning, Generalization, and Task Structure

Attempts at cognitive rehabilitation of the mapping between orthography
and semantics (e.g., Behrmann, 1987; Coltheart & Byng, 1989; Scott &
Byng, 1989) have resulted in considerable improvement in performance on
treated words, as well as significant generalization to untreated but related
words. Why should this occur? In general, there is little understanding of
the underlying mechanisms by which cognitive functions recover, either
spontaneously or as a direct result of therapeutic intervention. Generalization
in the domain of reading via meaning is particularly puzzling as there is no
systematic relationship between the written or spoken forms of words and
their meanings. Unfortunately, the degree and breadth of recovery and gener-
alization can vary considerably across patients. Some patients show general-
ization in some categories but not others (e.g., CH; Behrmann & Lieberthal,
1989); some learn the treated items well but show no generalization to un-
treated items (e.g., PS; Hillis, 1993); still others have difficulty learning the
treated items themselves.

The findings in Experiment 1, together with previous connectionist dem-
onstrations (Hinton & Plaut, 1987; Hinton & Sejnowski, 1986), provide an
explanation. In a network, the orthography and semantics of each word are
represented as distributed patterns of activity such that words that are similar
in each domain are assigned similar (overlapping) patterns. Consequently,
the system’s knowledge of the relationship between orthography and seman-
tics for every word is encoded in the same set of weights. Although there
is no systematic structure in the task as a whole, the network learns weights
that capture whatever local regularities happen to exist among the words.
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When the network is retrained after damage, the weight changes induced by
treated words tend to reestablish all of the relevant regularities among words.
As a result, retraining also tends to improve performance on untreated words.
In this way, the principles that give rise to the effects of relearning in connec-
tionist networks may provide insight into the nature of recovery and general-
ization in patients.

The explanation suggests further that the degree of relearning and general-
ization should depend on factors which influence how well retraining cap-
tures the relevant structure of the task. Experiment 1 showed that the degree
of relearning and generalization after damage in the network depends consid-
erably on the location of damage: lesions at the level of semantics gave rise
to rapid relearning and considerable generalization; lesions near orthography
produced much poorer relearning and no generalization; lesions at an inter-
mediate location produced intermediate generalization. These findings corre-
spond directly to the degree of structure in the subtasks performed by each
part of the network. The initial connections from orthography map represen-
tations that are orthographically organized to ones that are partially semanti-
cally organized. Given that orthographic similarity is unrelated to semantic
similarity, there is no structure in this subtask. However, to the extent that
the resulting representations are semantically organized, generating seman-
tics from them has some structure. Interactions within the clean-up system
have the greatest degree of structure, however, as representations at this level
are highly semantically organized.

The network results may help explain the variability in recovery observed
in patients. Specifically, patients who show considerable generalization
would be predicted to have lesions near or within semantics, whereas patients
who show no generalization should have more peripheral impairments. This
prediction has recently been challenged by Weekes and Coltheart (in press)
on the basis of a rehabilitation study with a surface dyslexic patient, NW.
They argued that NW has an orthographic rather than semantic impairment,
and yet, using a therapy program similar to that of Coltheart and Byng
(1989), they demonstrated significant generalization in his reading (42.2%,
averaging across all words and across all pre- and post-treatment tests). The
evidence for the orthographic impairment was that NW was unable to distin-
guish word/pseudohomophone pairs (e.g., TURTLE/TERTLE) in visual lexical
decision. However, lexical decision would seem to be a particularly poor
choice of task to identify an orthographic deficit, as the critical distinction
between words and nonwords is that words have semantics whereas non-
words do not. A more informative approach might have been to demonstrate
an impairment in cross-case matching or orthographic priming. The evidence
for a lack of semantic impairment was that NW was better at defining spoken
than written words. However, his auditory comprehension may not have been
fully intact: while NW was able to define correctly 37/40 spoken words
from the PALPA (Psycholinguistic Assessments of Language Processing in
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Aphasia), he was correct on only 17/50 spoken words from the NART (Na-
tional Adult Reading Test; although some of the words on this test may have
been unknown to NW premorbidly, and Weeks and Coltheart give no control
data). Perhaps this patient’s behavior can best be explained by a lesion inter-
mediate between orthography and semantics—in the network, such lesions
yield moderate levels of generalization (27.0%). The quantitative difference
between this and the patient’s generalization is difficult to interpret given
that different word sets were used and that the scale of the implementation
is vastly smaller than the actual word-reading system.

A final issue concerns the nature of the changes within the system that
underlie recovery. A common assumption in cognitive neuropsychology is
that the effects of damage, and the resulting recovery, is local to the location
of damage. In the extreme form, only a single processing component is af-
fected while all others remain unchanged. Results from the first experiment
showed that relearning involves weight changes throughout the damaged net-
work, even for connections far removed from the lesion. Thus, recovery in
the network violates the locality assumption and calls into question its appro-
priateness for patients (cf. Farah, 1994). Certain locations within the network
tend to change their weights more than others, regardless of lesion location.
Nonetheless, the location of damage does significantly affect the distribution
of weight changes during relearning: the weights on connections that remain
at the lesioned location tend to change more than when the lesion is else-
where. Thus, recovery in the network can be viewed as a combination of
‘‘restoration’’ of the damaged part of the system and ‘‘compensation’’ by
the remaining parts.

Designing Treatment to Maximize Generalization

Given that, at least under some conditions, treatment can induce improve-
ment in untreated items, one would like to know how to design treatment
to maximize this generalization. A potential benefit of connectionist model-
ing in neuropsychological rehabilitation is that it provides a framework for
investigating the relative effectiveness of alternative rehabilitation strategies.
Unfortunately, the range of strategies that are currently available for retrain-
ing a network is far more limited than that available to a therapist. In particu-
lar, the only clear option in retraining that corresponds to a choice available
to therapists is the selection of items for treatment. Nevertheless, with respect
to this specific issue, principles of connectionist relearning may provide use-
ful insights.

The findings from the first experiment suggest that generalization depends
on the extent to which retraining captures the relevant structure of the task.
In other words, retraining will give rise to generalization if the effects of
retraining on the treated words provide a good estimate of the task structure
that is relevant to the entire set of words. In reading via meaning, much
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of the relevant structure is semantic, and an important aspect of semantic
representations is typicality—how similar the semantic representation of a
word is to the central tendency of its category. Accordingly, Experiment 2
tested the effect of semantic typicality of treated words on the degree of
generalization to untreated words.

A second network, analogous to the one used in the first experiment, was
trained on a more artificial version of the task of mapping orthography to
semantics, to allow greater control of the semantic relationships among
words. In retraining after damage, retraining on words typical of their seman-
tic category yielded generalization only to untreated words that were also
typical; performance on untreated atypical words deteriorated. By contrast,
retraining on atypical words produced generalization both to typical and
atypical untreated words. Thus, overall, treated items that are somewhat atyp-
ical of their semantic category gave rise to greater generalization than more
typical treated items.

These findings make sense given the adequacy with which sets of typical
vs. atypical words can approximate the semantic structure of the entire word
set. The average effect of retraining on typical words provides a good esti-
mate of the changes needed by other typical words; they are, however, quite
different from the changes needed by atypical words. The atypical words,
by contrast, provide better information about semantic dimensions on which
category members vary, which supports generalization to other atypical
words. In addition, the atypical words collectively provide a good approxi-
mation of the central tendency of the category, so that untreated typical words
also improve. Thus, the findings from Experiment 2 also support the view
that generalization depends on the extent to which retraining approximates
the overall structure of the task.

Caution is warranted, however, in considering the implications of these
findings for the design of patient therapy. First, according to the explanation
offered, the atypical words cannot be highly atypical. In particular, the treated
set should cover the full range of variation within the category in a balanced
way along the relevant semantic dimensions, so that its average effects are
close to the central tendency of the category. Furthermore, the simulation
involved typical and atypical words from only a single semantic category.
Further work is required to verify that similar results obtain when retraining
on atypical exemplars from multiple categories simultaneously. Nonetheless,
the findings suggest that connectionist modeling can provide useful insights
into the relative efficacy of alternative treatment strategies.

Changes in Error Pattern during Recovery

In relating the behavior of brain-damaged patients to models of normal
cognitive processing, cognitive neuropsychology relies heavily, not only on
relative levels of correct performance, but also on different patterns of errors
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produced by the patients. Experiment 3 investigated the extent to which the
changes in the error pattern produced by a network over the course of retrain-
ing corresponds to the analogous error patterns of recovering patients.

Two specific phenomena were addressed, relating to the onset of deep
dyslexia, and to its occasional resolution into phonological dyslexia. The
first is that patients do not typically exhibit the symptoms of deep dyslexia
immediately following the neurological insult, but after some amount of re-
covery from a state of global aphasia, in which very few overt responses are
produced. Retraining the network from the first experiment after a severe
lesion produces an analogous effect. Initially after the lesion, virtually all
word presentation produce omissions. After some amount of retraining, the
rates of both correct and error responses increase, ultimately giving rise to
the deep dyslexic error pattern.

The second phenomenon that was investigated is the observation that, over
the course of recovery, deep dyslexia may resolve into phonological dyslexia
(Friedman, 1996; Glosser & Friedman, 1990). As the main distinction be-
tween these two types of patients is that only deep dyslexic patients make
semantic errors, the relevant pattern is that this is the first type of error to
drop out in recovery. By contrast, if the network is retrained after a moderate
lesion, visual and unrelated errors are eliminated first, and semantic errors
drop out only near the end of retraining, when performance is near perfect.
Thus, the behavior of the network fails to correspond to the observed pattern
of behavior of the analogous patients. A possible explanation for this finding
is that the underlying recovery that gives rise to the elimination of semantic
errors does not occur within the semantic route (as implemented by the net-
work) but, rather, within the phonological route. Consistent with this inter-
pretation, most patients who cease making semantic errors simultaneously
improve in their ability to read pronounceable nonwords, which must involve
the phonological route (see Friedman, 1996, for details).

A possible exception to this pattern has recently been described by Klein
et al. (1994). On initial testing, their patient, RL, produced 33% (43/131)
semantic errors but could read only 3% (1/32) nonwords. On a second test-
ing, RL made only 10 explicit errors, none of which were purely semantically
related (one was mixed visual-and-semantic). At that point, he could read
13% (4/32) nonwords. The apparent improvement in nonword reading over
the two testing sessions was significant only at the p 5 .1 level. However,
it should be kept in mind that nonword reading is a stringent test of the
operation of the phonological route. All of the phonemes of a nonword must
be produced correctly for it to be counted as correct. By contrast, only partial
phonological information, perhaps even a single phoneme, may be sufficient
to edit out most semantic errors (Newcombe & Marshall, 1980). In fact, there
is indirect evidence that RL had some partial operation of the phonological
route at the time of the second testing: he showed a significant advantage
in reading pseudohomophones (e.g., BRANE) relative to orthographically-
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matched nonwords (e.g., FRANE; 8/20 vs. 2/20 correct, respectively; p ,
.05). A similar explanation would seem to apply to another deep dyslexic
patient, LR (Berndt & Mitchum, 1994; Mitchum & Berndt, 1991), who
showed no improvement in nonword reading over the course of recovery
but had learned the correct sounds of single letter graphemes and could seg-
ment initial phonemes from words.

Thus, while the network on its own fails to account for the resolution of
deep to phonological dyslexia, its performance is consistent with a more
general account, in which the phonological route also contributes to the na-
ture of the recovery in these patients.

Conclusions

Connectionist modeling provides a useful framework for exploring the
nature of normal and impaired cognitive processes. The current work uses
principles of connectionist learning (and relearning) to contribute to an un-
derstanding of the nature of recovery in brain-damaged patients. A general
finding that emerges from the simulation experiments is that the relative
structure of the tasks performed by different parts of the system, and the
extent to which the items selected for treatment approximate this structure,
play important roles in determining the degree of recovery and generalization
produced by retraining after damage.

It must be kept in mind, however, that the current findings relate to patient
therapy only in the most general way. The simulations address only a particu-
lar neuropsychological domain: impaired reading via meaning. Furthermore,
the version of the task of mapping orthography to semantics is of a vastly
smaller scale than the actual task performed by patients. Nonetheless, despite
these limitations, the principles that emerge as central to understanding the
nature of relearning and generalization in the networks may provide the foun-
dations for understanding the nature of recovery in patients.

Much more could be learned from a detailed attempt to model the pattern
of recovery of a particular patient (see Martin, Saffran, & Dell, 1996, for
a recent attempt). The current work makes predictions primarily about the
influence of semantic variables, such as typicality, on relearning and general-
ization. Hence, the most appropriate type of patient with which to test these
predictions would be one with semantic deficits. Research is currently ongo-
ing to develop a more elaborate version of the semantic system in which the
effects of a wider range of semantic variables could be investigated than is
possible in the current simulations.

A few years ago, Wilson and Patterson (1990, p. 256) suggested that con-
nectionist or parallel distributed processing (PDP) models might provide a
valuable framework in which to explore rehabilitation strategies.

Clearly, we would not try to argue that all of the many issues in design of rehabilita-
tion programmes are about to be solved by PDP models. We merely suggest that
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much might be learned by simulating, within working computational models (and
without any ethical considerations), various forms of damage followed by various
regimes of re-learning. . . . Perhaps such models will one day become part of the
standard set of tools to be used in rehabilitation research.

Of course, the ultimate test of the adequacy of a connectionist approach to
cognitive rehabilitation is the extent to which the hypotheses it generates
lead to improved therapy for patients. While such a goal is beyond the scope
of the current work, hopefully it has moved us a step closer toward achieving
it.
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